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ABSTRACT

In our current project, vocal signal has to be used to drive sound synthesis. In order to study the mapping between voice and synthesis parameters, the inverse problem is first studied. A set of reference synthesizer sounds have been created and each sound has been imitated by a large number of people. Each reference synthesizer sound belongs to one of the six following morphological categories: "up", "down", "up/down", "impulse", "repetition", "stable". The goal of this paper is to study the automatic estimation of these morphological categories from the vocal imitations. We propose three approaches for this. A base-line system is first introduced. It uses standard audio descriptors as inputs for a continuous Hidden Markov Model (HMM) and provides an accuracy of 55.1%. To improve this, we propose a set of slope descriptors which, converted into symbols, are used as input for a discrete HMM. This system reaches 70.8% accuracy. The recognition performance has been further increased by developing specific compact audio descriptors that directly highlight the morphological aspects of sounds instead of relying on HMM. This system allows reaching the highest accuracy: 83.6%.

1. INTRODUCTION

1.1. Using vocal imitations as sketches

In typical design approaches (whether in architecture, products, etc.), the very first step is often a "sketch", that is a simple graphical representation of the target. This initial sketch is a useful tool to enhance communications between designers and stakeholders. In the case of sound design, professionals often use vocal imitations to add more detail to the sound description \[1\], trying to transmit to their interlocutor the main cues of their sound idea \[2\]. "Vocal imitations" can therefore be considered as the sound design "sketches".

The goal of our current project, the SkAT-VG project, is to expand this vocal imitation idea toward a better sound design tool \[3\]. The resulting device should be able to translate a vocal (and gestural) cue into a novel and pertinent synthetic sound. The interactive sound design begins with a phase in which the user produces an imitation and the system provides some draft sounds; in a second phase the latter are then interactively refined, again using voice and gestures. This paper addresses the task of automatic recognition of imitation, presenting different strategies to do that.

1.2. The recognition task and imitation dataset

In order to study the mapping between voice and synthesis parameters, the inverse problem is first studied. A set of reference synthesizer sounds (stimuli) have been created and each sound has been imitated by a large number of people. Each reference synthesizer sound belongs to one of the six following morphological categories: up, down, up/down, stable, impulse, repetition. Each of the categories is represented by two reference sounds, and each reference sound is imitated by 50 subjects.

The six categories are abstract and are defined as:

- **Up**: Sounds which have an increasing profile in terms of spectral content and/or loudness, thus expressing a kind of rising;
- **Down**: Opposite of the previous one, these stimuli present a downward profile;
- **Up/down**: Sounds with non-monotonic profiles: can be described as combination of the previous two, the stimuli profile moves upward and then downward;
- **Impulse**: This class contains sounds with very short duration and sharp attach and decay;
- **Repetition**: Sounds which are composed by the repetition, with varied rhythmic patterns, of short and almost impulsive ones;
- **Stable**: Longer sounds, with almost flat pitch and loudness profiles.

The goal of this paper is to study the automatic estimation of these six morphological categories from the vocal imitations of their reference sounds.

The study of the perception of vocal imitations (how do people choose their strategy to imitate a sound, how consistent are the imitations and how these imitations are recognized) have already been the subject of the paper \[5\] and will be the subject of further papers in the framework of the SkAT-VG project.

1.3. Related works

A well-known approach to allow time series recognition is the extraction of low level signal descriptors, which are then modeled using Hidden Markov Models (HMM) \[6, 7\]. This approach will be used to create our base-line system. In speech recognition \[8, 9, 10\], the best results are obtained combining language models (based on grammars) and acoustical models \[11\]. Unfortunately, abstract sounds are not bound to any grammar and a language model cannot be used in our case.

Another closely related topic is the recognition of “words for sounds”, such as onomatopoeias. Proposed approaches to this problem, linked to speech recognition, still rely on phonemes \[12\] or lexical cues \[13\]. There are also examples of features clustering and modeling \[14\], which are related to our base-line system and to the first methodology that we propose. Description of sounds in
terms of morphological profiles has been initially proposed by P. Schaeffer works [15]. The automatic estimation of these profiles for abstract sounds has been previously studied by [16] and [17] which also propose dedicated descriptors.

2. AUTOMATIC RECOGNITION OF VOCAL IMITATIONS

In this section, we propose three methods to automatically recognize the six morphological categories indicated in sec [12]

- The first method relies on the extraction of a set of instantaneous audio features \( d_i(k), i \in [1, ..., I] \) over time \( k \). Each category is modeled by its own hidden Markov model.
- The second method uses the same instantaneous audio features \( d_i(k) \), which are quantified into symbols to be used as input for discrete hidden Markov models.
- The third method does not rely at all on hidden Markov models, but models the time evolution directly in the audio features. We therefore denote them by “morphological audio descriptors” as in Peeters et al., 2010 [17].

Before applying one of these methods, we first detect the non-silent regions (named “active regions” in the following) using standard methods such as [18, 19, 20]. This leads to a set of \( N \) Active Region(s) \( A = \{ [b_r, f_r] : r \in [1, ..., N] \} \) where \( b_r \) and \( f_r \) are their starting and ending time.

2.1. Base-line system using Local Trend descriptors

We extract 6 instantaneous audio features \( d_i(k), i \in [1, ..., 6] \) where \( k \) denotes the time frame number. In order to smooth the variation of \( d_i(k) \) over time, a low-pass filter is applied (zero-phase filter). The first 4 are standard audio features: the spectral centroid, spectral spread, spectral rolloff and the pitch. They are computed using standard techniques [21] and using the Swipep algorithm [22] for the pitch.

Given that one of the important specificities of the morphological categories relates to the temporal evolution of the spectrum content, we also propose two new audio features: “LPC-min” and “Spectral-peak-min”. The novel features are defined as follows:

LPC-min: A one-pole preemphasis filter is applied. Low-order LPC is used to estimate the position of the single most prominent formant\(^1\). The prediction coefficients are converted into formant frequencies \( F_\rho \), where \( \rho \) is the formant index [23, 24]. Only the frequencies \( F_\rho > 20Hz \) are kept. The LPC-min value is measured in Hz, and is defined as the minimum \( F_\rho \).

Spectral-peak-min: From the energy spectrum (computed as the square DFT) we select the 5 most important frequency bins. The Spectral-peak-min is defined as the lowest frequency among these 5 frequencies; it is thus measured in Hz.

\(^{1}\)We used the Swipep algorithm since it has state-of-the-art performances and is readily available on-line. Spectral centroid, spread and rolloff are computed using well-known formulas.

\(^{2}\)Here the objective is not a full-fledged formants tracking, but a robust analysis of the energy location among frequencies, complementary to spectral centroid.

It should be pointed out that these descriptors could have overlapping meanings, and are used together to reinforce the information. Spectral centroid and LPC-min could be similar on noisy sounds, but when a strong formant is present the centroid may lose meaning compared to LPC-min (Fig. 1). Spectral centroid and Spectral-peak-min could also be similar on noisy signal, but when a strong partial exists at the pitch the Spectral-peak-min is better at measuring it (Fig. 2).

The six categories to be recognized relate to evolution of values over time, hence we compute the derivative of each \( d_i(k) \). The derivative \( d_i'(k) \) is found by linear regression on the local values (5 points on the left and 5 points on the right of \( k \)). We finally normalize their range to \([-1, 1]\) using arctangent mapping: \( d_i''(k) = 2/\pi \arctan(d_i'(k)) \). This completes the computation of the Local Trend descriptors, exemplified in Fig 2.

For each of the six categories \( c \), we define a continuous hidden Markov model \( M_c \). Each \( M_c \) represents the transition between...
Figure 3: Example of Local Trend descriptors on up/down imitation. Topmost panel is the signal spectrogram with spectral centroid (thin line) and Spectral-peak-min (bold line). The bottom panel shows the same two descriptors after Local Trend computation (scale is shifted for Spectral-peak-min for clarity).

Figure 4: Example of Global Trend descriptors on up/down imitation. Topmost panel is the signal spectrogram with spectral centroid (thin line) and Spectral-peak-min (bold line). Middle panel shows the same two descriptors after Global Trend computation (scale is shifted for Spectral-peak-min for clarity). In the bottom panel the two descriptors are quantized into symbols and downsampled (once more Spectral-peak-min has been shifted).

a set of \( S = 4 \) states. The emission probability (probability of emitting \( d_i^e(k) \) given state \( s \)) is modeled as a mixture of \( M = 8 \) Gaussians and diagonal covariance matrix. The HMMs are created in a supervised way. To understand this, let’s consider the case of the up/down category. This one can be represented as the transition from a state “silent” to state “up” to state “down” and back to state “silence”. In the same spirit the up category can be represented as the succession of states “silence”, “up”, “down”, “silence”. We therefore define 4 states: “silence”, “up”, “down”, “stable”. The training of the six HMMs is done in two stages:

- We first train the observation probabilities. This is done independently of \( M_r \). Indeed, given that a state (such as “up” in the above example) can be shared by different \( M_r \) we train the emission probabilities using descriptors from the up, down and stable classes, plus an added silent class.
- The transition probabilities are trained for each category.

Considering that the number of self-transition \( s(t + 1) = s(t) \) is much larger than the non-auto ones \( s(t + 1) \neq s(t) \), we found the training of the last difficult. In order to circumvent this, we decided to decimate over time the descriptors time series by a factor of 3. This allowed to increase the performances. Also, rather counterintuitively, better results were obtained by forcing the HMM training to not update the emission probabilities mixtures (thus only updating the transition matrix).

2.2. Global Trend descriptors

The same 6 audio features of sec. 2.1 are used as underlying time series for the Global Trend descriptors: the spectral centroid, spectral spread, spectral rolloff, pitch, LPC-min and Spectral-peak-min. Instead of using them directly as input to a continuous HMM, we convert them to symbols.

For each descriptor \( d_i(k) \) and each active region \( r \) we apply the following procedure:

- We compute the linear regression over the region \( r \). We denote by \( \alpha_i^r \) its angular coefficient and by \( \epsilon_i^r \) its prediction error.
- If \( \epsilon_i^r \) is larger than a specific threshold \( K_3 \) \( r \) is split into two regions at the position of the maximum value of \( d_i(k) \) and a two-piece minimum least-square linear regression is computed. We denote by \( \alpha_i^{r1} \) and \( \alpha_i^{r2} \) the corresponding angular coefficients. This process will allow us to discriminate between monotonic classes (such as up or down) and up/down.
- The quantized time serie \( e_i(k) \) corresponding to \( d_i(k) \) is then built. It has the value \( e_i(k) = 0 \) for \( k \) corresponding to silent part, \( e_i(k) = \alpha_i^{r1} \) for \( k \) corresponding to region \( r \) (or \( \alpha_i^{r1} \) for region \( r1 \) and \( \alpha_i^{r2} \) for region \( r2 \)).

We then convert the values of \( e_i(k) \) to symbols using the following rules:

\[
e_i'(k) = \begin{cases} 
1 & \text{if } |e_i(k)| \leq 10^{-7}; \\
2 & \text{if } 10^{-7} < |e_i(k)| \leq 0.1; \\
3 & \text{if } e_i(k) > 0.1; \\
4 & \text{if } e_i(k) < -0.1. 
\end{cases} \tag{1}
\]

The four symbols \{1,2,3,4\} express the overall condition of the time serie, respectively: silence, stable (small angular coefficient),

\[K_3\] has been optimized by grid-search. We use a value of \( 3 \cdot 10^3 \).
upward (large positive angular coefficient), downward (large negative angular coefficient).

As a final step, the descriptors series \( \epsilon_i(k) \) are decimated over time by taking one value every 10 frames. It should be noted that we have chosen to not apply any anti-aliasing process, since we have found by experiment that active regions shorter than 10 samples usually correspond to errors. In Fig. 4 we illustrate the Global Trend descriptors.

Training. Since the time series \( \epsilon_i(k) \) are symbols (unordered values) we model them using discrete hidden Markov models. Each descriptor \( i \) is modeled by its own HMM \( M_{c,i} \).

For a given class \( c \) and a given descriptor \( i \) we denote by \( E_{c,i} \) its emission matrix (with size \( S \times O \), where \( S \) is the number of hidden states and \( O \) the number of symbols), by \( T_{c,i} \) the transition matrix (with sizes \( S \times S \) ) and by \( S_{c,i}(k) \) the decoded states at frame \( k \).

In order to train the emission matrix for class \( c \) and descriptor \( i \), we concatenate all descriptors of the sounds belonging to \( c \) into a matrix \( D_c \). Each row of \( D_c \) corresponds to a given descriptor \( i \).

We define a function \( \mathcal{F} \) that normalizes an input matrix such that its rows elements sum up to 1.

The training algorithm is the following:
1. Set the initial value for the emission matrix to \( E_{c,i} = \mathcal{F}(I + 0.05) \), where \( I \) is the diagonal identity matrix. This almost associates each state to a single symbol, but does not exclude the possibility for each state to emit each possible symbol.
2. Exploiting the previous association, estimate \( T_{c,i} \) by accumulating all the emissions transitions found in row \( i \) of \( D_c \) into the matrix \( T \). Obtain the transition matrix for \( i \) as \( T_{c,i} = \mathcal{F}(T) \).
3. Use \( T_{c,i} \) and \( E_{c,i} \) to estimate the hidden states \( S_{c,i}(k) \) by Viterbi decoding:
4. Re-estimate \( E_{c,i} \) by counting the number of times each state generates each emission, and again normalizing by \( \mathcal{F} \).

In principle, the re-estimation procedure (points 2.-4.) can be iterated, but early experiments showed little performance improvements.

Classification. In order to classify an unknown sound represented by its time series matrix \( D_c \), we decode each row \( i \) of \( D_c \) using a specific class model \( M_{c,i} \) and the Viterbi decoding algorithm. Each model \( M_{c,i} \) provides a likelihood \( l_{c,i} \). The final class label is found as \( x = \arg \max_{i \in [1,6]} \sum l_{c,i} \).

2.3. Morphological descriptors

We introduce here a new set of morphological descriptors. These are crafted to compactly describe the structure of the signals present in the dataset.

Each audio file is represented by these descriptors using a vector with 8 components:

- \( \Psi_1 \), \( \Psi_2 \) and \( \Psi_3 \) measure repetitions or patterns in the serie;
- \( \Psi_4 \), \( \Psi_5 \) and \( \Psi_6 \) describe the active region(s);
- \( \Psi_7 \) and \( \Psi_8 \) are related to the global signal trend.

The descriptors embed directly the time evolution of the signal. Because of this they can be used directly for classification without requiring the use of HMM for temporal modeling. Moreover the \( \Psi_i \) values lay in homogeneous ranges. Because of this we will use for classification a simple \( k \)-Nearest Neighbor algorithm with Euclidean distance in the following.

Fig. 5 points out the main steps of the computation.

First the non-silent regions \( A = \{[b_r, f_r]: r \in [1, ..., N'] \} \) are detected.

For two consecutive active regions, \( r \) and \( r + 1 \), we define the duty-cycle of \( r \) as \( u_r = (f_r - b_r)/(f_{r+1} - b_r) \) (see Fig. 6). In this, we assume that every active region is followed by a silent one. When adjacent regions are in the same state (silent or non-silent) we simply merge them, thus enforcing the active/non-active alternation. The first two pattern descriptors \( \Psi_1 \) and \( \Psi_2 \) are defined as the mean and the standard deviation of non-silent regions duty-cycles \( u_r \in [1, N'] \). Impulse and repetition classes are expected to have small values of \( \Psi_1 \). In the opposite, the other classes (stable, up, down, up/down) will have a single long active region with a large value of \( \Psi_1 \). \( \Psi_2 \) measures the regularity of the repeated patterns. In the case of a single active region, \( \Psi_2 = 0 \).

We define the “importance” \( i_r \) of an active region as the product between its length \( l_r \) and its mean loudness \( m_r \) (over the active region duration). Both \( l_r \) and \( m_r \) are normalized in the range \([0, 1]\) for each signal (the value of 1 is assigned to the longest and the loudest regions respectively).

The third descriptor \( \Psi_3 \) is the number of active regions which have Importance \( i_r \) above a threshold \( K_2 \). A value of \( K_2 = 0.25 \) is chosen in order to correspond to the product of half-range normalized values of \( l_r \) and \( m_r \). \( \Psi_3 \) is computed as:

\[
\Psi_3 = \arctan\left(\frac{\text{card}\{i_r \text{ such that } i_r > K_2\} - 1}{\pi/2}\right)
\]

The threshold on \( i_r \) allows the rejection of very short active
regions, or with very low loudness level. For single-region signals \( \Phi_3 \) is equal to 0, while for signals with three or more regions (typical of repetition category) \( \Phi_3 \) is above 0.7.

Descriptors \( \Psi_4 \) and \( \Psi_5 \) focus on the main region \( R \) only, that is the non-silent region with highest importance \( i_r \).

The \( \Psi_4 \) descriptor is the duty cycle of the main region defined on the whole signal: \( \Psi_4 = (f_R - b_R)/N \), where \( b_R \) and \( f_R \) are the start and the end of \( R \) and \( N \) is the total signal length. \( \Psi_4 \) is expected to discriminate impulse and stable classes.

The descriptor \( \Psi_5 \) is computed on the loudness time serie in the main region \( d_L(k), k \in [b_R, f_R] \), which has length \( l_R \). The original serie and its half-length circularly-shifted copy are used:

\[
\Psi_5 = \frac{1}{l_R} \sum_{k=1}^{l_R} \left[ d_L(k) - d_L \left( k + \frac{l_R}{2} \right) \right]^2 \tag{3}
\]

\( \Psi_5 \) is thus the energy difference between \( d_L(k) \) and its shifted copy. The descriptor is then normalized in the \([0,1]\) range using arctan, as for \( \Phi_3 \). \( \Psi_5 \) improves the discrimination between classes which have flat or non-flat evolution, such as up/down vs stable. The descriptor \( \Psi_6 \) is defined as the sum of the active regions lengths \( l_r \), minus a constant \( \gamma \). \( \Psi_6 \) is then normalized by arctangent, such as in \( \Psi_3 \), and \( \gamma \) is optimized to have the “shift” of the arctangent function improving the discrimination between impulse and stable (or repetition) classes.

The \( \Psi_7 \) and \( \Psi_8 \) morphological descriptors have been developed to measure the slope of the signal. The aim is to evaluate the slope between the beginning and the middle, and between the middle and the end, of a given time serie.

Spectral-peak-min is taken as an underlying descriptor: only its values in the main region \( R \) are considered, deleting those below 40Hz as they are unreliable. To overcome boundary effects, Spectral-peak-min is observed within three windows of 11 samples taken at the beginning, the middle and the end of the region (see Fig. 7). In each window, the Spectral-peak-min is weighted by a triangular window function and then the average is computed. This leads to three mean values: \( V = [v_1, v_2, v_3] \). The trend descriptors \( \Psi_7 \) and \( \Psi_8 \) are found as:

\[
\Psi_7 = \frac{v_2 - v_1}{v_1} \quad \Psi_8 = \frac{v_3 - v_2}{v_2} \tag{4}
\]

and normalized using again the arctan function. Local windows are used in order to smooth the signal, possibly generated by noisy time series, and the triangular functions give more importance to the central part of the window. \( \Psi_7 \) and \( \Psi_8 \) measure the evolution in time of the signal: they discriminate between up, down and up/down.

3. EVALUATION

3.1. Description of the train and test sets

The dataset used in this paper comes from a perceptual experiment. In this experiment, 50 French subjects were asked to imitate sounds. For each of the 6 classes described in Sec. 1.2 two reference sounds have been selected. After listening to one of the reference sounds (without knowing its class), subjects were asked to imitate it using only voice (VO) or using voice and gesture (VG). In each case, the subject could do several trials. In theory, each class is therefore represented by 1000 audio examples: 2 (reference sounds) times 50 (number of subjects) times 2 (VO and VG) times the number of trials of each subject (ranging from 1 to 5). In practice, considering the variability of the number of trials of each
subject, the number of audio examples is lower. We represent the number of audio examples per class in Fig. 8. The average number of imitations provided by each subject is about 40, with large variations as showed in Fig. 9. On average, every subject provided 1.6 trials per stimulus (instead of 5).

The total size of our test-set is 1941 audio files, rather equally distributed among the six categories (except stable, see Fig. 8). In the following experiments all the available data is exploited.

### 3.2. Comparison of the recognition methods

We have described three recognition methods in this paper:

**Local Trend:** the descriptors rely on local variations of the signal, and are modeled using continuous HMMs;

**Global Trend:** the main evolutions of the signal are measured by discretized descriptors, modeled using discrete HMMs;

**Morphological:** the descriptors directly represent both the signal shape and its time evolution; the recognition of classes by the Morphological descriptors relies on the k-Nearest Neighbor algorithm (see sec. 2.3).

The results are presented in Table 1. All the figures have been obtained using 5-folds crossvalidation, selecting train and test set in order to not have the same subject in both. Recall and precision values are given for each of the three methods and for each class. The mean recall and precision, and the overall accuracy, are given at the bottom of Table 1.

The Global Trend descriptors obtain an accuracy of 70.8%, a 28.5% improvement compared to the base-line system (Local Trend, 55.1%). The Morphological descriptors give the best performances, with 83.6% accuracy (51.7% improvement over base-line). Fig. 10 shows the values of accuracy obtained by the system when using different values for k. The best value of k = 5 has been selected for the presented results.

It is interesting to look at the results class-by-class. up and down classes are well recognized by all methods. There are instead classes for which Morphological descriptors are better, such as repetition. The opposite case also happens, as the recall for stable is better using Global Trend; for down the best recall is given by Local Trend, but with poor precision.

The overall conclusion which can be drawn is that Morphological descriptors have a better performance because they work rather well on all classes, giving comparable recall/precision. This is not the case for Local and Global Trend, which have instead one or more classes with particularly bad results.

### 3.3. Discussion of the results

The Local Trend method has good performances on the up, down and stable classes, but not on the remaining ones. It has been verified that up/down recordings are often recognized as down (which has in fact a low precision). A possible explanation for the confusion arises by observing the spectrograms of the recordings: it has been found that many subjects prepare the downward slope in down by first producing a rising profile (see Fig. 11). Moreover, while up/down is recognized as down, the confusion with up is less frequent: in up/down the downward phase is usually stronger, thus justifying the observations.

The global shapes of up, down and stable are well modeled. Classes impulse and repetition are instead problematic: the transition matrices of the HMMs do not succeed to capture the temporal cues of the signals, and this has a bad influence on classes which are defined relying on that.

The purpose of Global Trend methodology is to provide better modeling of the overall temporal evolution of the signal, hence avoiding these shortcomings. The quantization of the descriptors in four symbols has the effect of keeping only the most relevant information, and the decimation enforces the transition matrices to describe the temporal cues of the signals. Despite having still poor results on up/down, Global Trend outperforms Local exactly because it improves the recognition of impulse and repetition.

The Morphological descriptors have been designed to embed the main characteristics of the classes into a compact and effec-

---

**Table 1: Recognition results by different methods, averaged over the 5 crossvalidation folds.**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Local Trend</th>
<th>Global Trend</th>
<th>Morphol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>up</td>
<td>80.1</td>
<td>83.9</td>
<td>83.2</td>
</tr>
<tr>
<td>down</td>
<td>88.5</td>
<td>43.9</td>
<td>76.2</td>
</tr>
<tr>
<td>up/down</td>
<td>38.2</td>
<td>53.0</td>
<td>39.1</td>
</tr>
<tr>
<td>impulse</td>
<td>25.3</td>
<td>54.1</td>
<td>60.3</td>
</tr>
<tr>
<td>repetition</td>
<td>29.5</td>
<td>35.5</td>
<td>78.0</td>
</tr>
<tr>
<td>stable</td>
<td>72.9</td>
<td>99.2</td>
<td>97.2</td>
</tr>
<tr>
<td>Average</td>
<td>55.9</td>
<td>61.6</td>
<td>72.3</td>
</tr>
<tr>
<td>Avg. Accuracy</td>
<td>55.1</td>
<td>70.8</td>
<td>83.6</td>
</tr>
</tbody>
</table>
Table 2: Confusion matrix for the morphological descriptors.

<table>
<thead>
<tr>
<th>Classes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>up - 1</td>
<td>292</td>
<td>29</td>
<td>13</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>down - 2</td>
<td>32</td>
<td>244</td>
<td>49</td>
<td>9</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>up/down - 3</td>
<td>15</td>
<td>47</td>
<td>273</td>
<td>11</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>impulse - 4</td>
<td>4</td>
<td>11</td>
<td>8</td>
<td>301</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>repetition - 5</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>300</td>
<td>5</td>
</tr>
<tr>
<td>stable - 6</td>
<td>16</td>
<td>3</td>
<td>11</td>
<td>0</td>
<td>5</td>
<td>213</td>
</tr>
</tbody>
</table>

Figure 11: Example of imitations labeled as class down. Topmost panel is one of the two reference stimuli for down. The following two panels are imitations of the stimulus: both begin with a rising pitch, followed by the expected lowering; these imitations are likely to be recognized as class up/down.

3.4. Discussion on the dataset

The dataset classes have already been introduced in Sec [2]. In the following we give details about the dataset definition which may have an impact on the recognition. The classes up, down, up/down and stable are all defined by their evolution in time; this is not the case for impulse and repetition, which are instead defined by their duration and rhythm, respectively. In other words, the stimuli are labeled according to different domains. Moreover up and down are semantically portions of up/down; it is thus likely to have confusion between these three classes.

There are several factors which lead to a strong intra-class variability. Each class is defined by 2 different reference sounds, and each of the 50 subjects provides many recordings. The imitations are done by non-experts: the same stimuli is thus imitated using different strategies, and sometimes the imitations contents can be conflicting.

There are, finally, some issues related to the content of the dataset, that is to the vocal imitations. The definition of the classes, although very clear, can not be translated straightforwardly into acoustic cues: there are examples in which the subject imitates a complex stimulus by rising the pitch and lowering the first formant (thus decreasing the spectral centroid). The imitation has thus ambiguous meaning because its descriptors will have opposite evolutions. Many recordings suffer from boundary effects: the imitator could begin to produce sounds during the preparation phase of the articulation, introducing spurious effects at the begin of the recording. Similar artifacts can also be spotted at the end of some sounds.

The recognition system therefore has to cope with all the exposed issues of the dataset. The descriptors have to provide the main cues of the signal even in case of noisy or unreliable underlying time series (loudness, spectral centroid, etc.). This situation motivates the use of different descriptors with similar meanings, in order to reinforce the extracted information.

4. CONCLUSION

A dataset has been compiled, in the context of the SkAT-VG project, in which a large number of subjects have imitated sounds which belong to six morphological categories.

We have presented three methodologies to automatically recognize these morphological categories.

Our base-line system uses Local Trend descriptors, which are designed to measure the local behavior of the time serie. The descriptors are then modeled by continuous hidden Markov models with 4 states. The system reached an accuracy of 55.1%. An improved approach is based on Global Trend descriptors, which express the evolution of the signal along its whole duration. This second set of descriptors is modeled by discrete hidden Markov models, using 4 states and 4 emitted symbols. The obtained accuracy is 70.8%. Our third approach for the automatic recognition is based on the Morphological descriptors, which are designed to give a compact representation of the time series evolution. These descriptors do not need temporal modeling, such as HMM, and have low dimensionality. The classification is thus done using the k-Nearest Neighbor algorithm. This system has provided the best recognition accuracy of 83.6%.

The automatic classification on the given dataset proved to be a non-trivial task, despite the apparently clear definition of the classes. The manual check of many recordings within the dataset has confirmed a degree of confusion between certain classes, due to objective spectrograms similarities. A notable example is the pair down and up/down. Moreover the dataset is made by imitations of reference sounds, and imitators use different strategies to render the same stimulus: this rises the intra-class variability.
The non-optimal recognitions results are in part justified by these findings.

The presented set of Morphological descriptors goes toward the characterization of sounds by their acoustic shape. Future work will involve the organization of the descriptors in a systematic topology, similarly to [15]; this may point out shortcomings of the proposed set. Adding new descriptors could hence encompass a broader set of signal categories.

The proposed Morphological descriptors could be applied to other datasets, with classes defined in different ways. The integration of the Morphological descriptors with other, more traditional, ones is another topic of future studies, fostering recognition accuracy in many contexts.
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