Abstract

This thesis is about automatic motion control systems for remotely operated vehicles (ROV). The work has focused on topics within guidance and navigation. In addition, a motion control system has been developed, implemented, tested and used on two ROVs in sea trials.

The main motivation for the work has been the need to automate ROV tasks in order to make the ROV a more efficient tool for exploring the ocean space. Many parts of a motion control system for a ROV is similar to that of surface vessels and ships. However, there are many differences as well which require special solutions. This thesis proposes solutions to some of these challenges.

Underwater navigation is one of the main challenges of developing a motion control system as no global positioning system (GPS) is available below the surface. The work here contains contributions in both model-based and sensor-based state estimation methods. Model-based Kalman filters, both linearized and extended, have been developed and tested successfully on ROVs in sea trials. However, the need for an observer that works during manipulation work, and other cases with uncertain and rapid varying disturbances and dynamics, inspired the research on sensor-based state estimation. Specifically, a new type of attitude estimator known as an explicit complementary filter has been adopted and modified for ROV use. This attitude estimator is also used in an integration filter to estimate the translational positions. The main contribution here is a new method to include velocity measurements from a Doppler velocity log (DVL), or velocity estimates, to approximate the proper acceleration of the vehicle. This is used to improve the attitude estimation for accelerated vehicles, and hence the estimated positions when used in cascade with an integration filter.

Guidance of the ROV is needed to perform automatic tasks such as trajectory tracking and terrain following. The guidance modes require different levels of operator interaction. The thesis contains contributions on joystick in closed-loop control, reference models for A to B moves and path tracking, and altitude control and terrain following.

Joystick in closed-loop control compensates for dynamical and environmental forces in order for the pilot to easily guide the ROV. This work uses a filter-based reference model to generate desired trajectories based in the joystick commands. These trajectories are tracked by a closed-loop controller. The reference model is modified to reduce pilot induced oscillations. The human-in-the-loop is a special case where the interaction between the operator and the controller determines the overall performance of the ROV operation.

A simple and intuitive reference model for A to B moves and path tracking is a useful
tool for surveys of the sea floor. This thesis proposes a constant jerk reference model. The idea is to generate feasible desired velocities and positions from integration of a constant jerk (time derivative of acceleration) that is on or off. Some benefits over filter-based reference models are that the maximum velocity is low and acceleration and deceleration stages are short. This gives a predictable behavior of the ROV for the pilot who is monitoring the operation.

In order to perform video surveys or photomosaicking of the sea floor, the ROV must be able to follow the terrain automatically. A new method for sea floor geometry approximation and altitude control based on DVL range measurements is proposed. The method has also been implemented in the developed motion control system and has been successfully used on two ROVs. The main contributions here are the sea floor geometry approximation method and a new guidance law for desired depth corresponding to the reference altitude. Thus, altitude control is obtained by using the depth controller. The main new contribution in the guidance law is a feed forward term that assures proper heave velocity.

As part of the work with the thesis, a motion control system, including software and hardware, has been developed in collaboration with other PhD candidates and MSc students, where the author has had the responsibility of putting every thing together under the supervision of postdoc Martin Ludvigsen and prof. Asgeir J. Sørensen. This motion control system has been implemented on two ROVs and it has been used in cruises for ocean sciences and pipeline inspection.
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Chapter 1

Introduction

This thesis is about automatic motion control of remotely operated vehicles (ROV). New scientific contributions on terrain following, state estimation and guidance are given. However, the thesis has a strong focus on practical aspects of both implementation, testing and use of automatic motion control systems for underwater vehicles. An automatic motion control system for NTNU’s ROVs has been developed in collaboration with other PhD candidates and MSc students as part of the work with the thesis. The motion control system has been tested and used on several cruises with RV Gunnerus, which has been the surface vessel for the ROV Minerva and ROV 30k. The experimental results presented in the thesis come from tests performed at these cruises where the in-house developed motion control system has served as a platform for testing new algorithms related to guidance, navigation and control of ROVs.

The scientific methods and contributions are listed in Section 1.3. Briefly, the most important work has been done in areas of vehicle state estimation (navigation), guidance strategies and terrain following. The topics for the scientific work has been selected partially from needs discovered during real ROV operations with end users from marine biology and marine archeology.

An overview on ROVs and associated motion control systems is given in the following.

1.1 Motivation

ROVs are used in a variety of subsea work tasks. From small hand deployable ROVs to large work class ROVs for heavy intervention work at subsea offshore installations to full ocean depth research ROVs. Common for all types is that many applications instead of being manually controlled could have been performed with higher accuracy and faster with an automatic positioning control system. Most industrial ROVs are equipped with automatic heading and depth control only [19]. A pilot controls the thrust, from a command console with joystick, to move the ROV. Industrial manufacturers that deliver ROVs for the oil & gas industry are starting to implement automatic positioning systems with basic functions such as station keeping and moves from A to B. However, more research
is needed before the full potential of automatically controlled ROVs can be utilized. Compared to the advances and wide spread use of dynamic positioning (DP) of surface ships in the recent decades, DP for underwater vehicles is still in its infancy. However, commercial systems with station keeping and tracking ability have entered the market in the last decade. Examples of companies are Schilling Robotics and Seebyte who deliver automated motion control systems for a variety of ROVs. But there are still good opportunities for making important contributions to the field for the early movers.

DP control modes such as maintaining position and tracking should be automated. Then the pilot can focus on monitoring and planning of operations that demand human intervention or decision making. The degree of pilot interaction can depend on the control mode. A list with way-points could be the input to the tracking control system for e.g. mapping of the sea floor. A fully autonomous mode may also be implemented where the motion control system plan and re-plan the desired trajectory based on e.g. concentration level sensors during search for a leakage or certain characteristics in the sea such as salinity, temperature, oxygen levels etc. A properly designed motion control system must be in place in order to develop increased level of autonomy.

Position and orientation feedback is needed to make a closed-loop DP control system for an ROV. For most practical subsea navigation tasks this means that an acoustic positioning reference system is needed. Slow update rates and inaccuracies in position measurements due to varying conditions in the water column motivates the use of velocity sensors and inertial measurement units (IMU) as well for enhanced state estimation. The increasing accuracy and drop in price and size of micro electromechanical (MEMS) IMUs can make these especially suitable for smaller vehicles such as ROVs. However, integration of MEMS IMUs in an inertial navigation system (INS) guided by an acoustic positioning system (APS) requires more research including testing and verification of performance and robustness.

Many challenges need to be solved in several fields, such as guidance, navigation and control, in order to make a complete automated motion control system for ROVs. The challenges and the opportunity of making important contributions are motivating factors for the selection of topics for this thesis.

### 1.2 Background

The ROV system, a brief history of ROVs and evolution of ROV motion control systems are presented in the following.

#### 1.2.1 What is a ROV?

A ROV is a remotely operated vehicle, here a remotely operated underwater vehicle. An example of a complete ROV system is seen in Figure 1.1, which shows a drawing of the SAAB Cougar XT ROV. A ROV consists of a frame with buoyancy elements, thrusters, 

---

2. [http://www.seebyte.com](http://www.seebyte.com)
video cameras and manipulator arm(s). The ROV gets power and sends and receives signals via a tether that goes up the surface. The ROV pilot sits in a control room or container and uses a joystick or a computer to move the ROV. The ROV can be equipped with various instruments and tools in order to monitor or perform subsea work tasks.

![Figure 1.1: A ROV system including tether, winch and top side control container (Courtesy of SAAB).](image)

ROVs are often used to replace a human divers as they are stronger and go deeper.

### 1.2.2 Short History of ROVs

It is uncertain who made the very first ROV, but early ROVs are seen from the beginning of the 1950s. The Royal Navy used their Cutlet ROV as seen in Figure 1.2a to recover practice torpedoes and mines from the sea floor in the 50s [71]. A state-of-the art ROV from 2012, the Schilling UHD is seen next to Cutlet in Figure 1.2b for comparison. Some have credited Dimitri Rebikoff with developing the first ROV. He made the POODLE in 1953, which was used for archeological research [18]. The US Navy developed a maneuverable underwater camera system called the XN-3, delivered in 1961, which was used for recovery of lost torpedoes. This design became the Cable-controlled Underwater Research Vehicle (CURV). The CURV ROVs made the international headlines twice. First, the CURV I, seen in Figure 1.3a, retrieved a lost atomic bomb off the coast of Palomares, Spain in 1966. The CURV III was used in a dramatic rescue operation South West off the coast of Ireland in 1973. The manned submersible Pisces III was stuck at 480 m, due to a leakage, with two men on-board. The CURV III connected lines to the wrecked submarine, as seen in Figure 1.3b, so it could be hoisted to the surface. After 85 hours in the submarine, the two men had only 12 minutes of oxygen left when the hatch was finally opened and the doomed crew could breathe fresh sea air again. Shortly after the rescue, one of the crew, Roger Chapman founded Rumic which provides subsea
services and rescue submersibles. Rumic was mobilized on behalf of the Royal Navy for
the Kursk salvage operation in 2000.

(a) Royal Navy’s Cutlet ROV from the 50s. Used for recovery of torpedoes and mines.
(b) Schilling UHD ROV from 2012. Used for subsea work in the oil & gas offshore industry.
(Courtesy of FMC Schilling Robotics)

Figure 1.2: Examples of early and modern ROVs.

(a) CURV I ROV.
(b) An artists impression of the rescue of the Pisces III submarine (Courtesy of the Dailymail).

Figure 1.3: Cable-Controlled Underwater Recovery Vehicle (CURV) ROVs. CURV I retrieved a lost atomic bomb off the coast of Palomares, Spain in 1966. CURV III helped in the rescue of the manned submarine Pisces III in 1973.

The US NAVY started developing more advanced vehicles after the success with the CURV designs. The large Pontoon Implacement Vehicle (PIV), seen in Figure 1.4a, was
made to aid in recovery of sunken submarines. The small-size SNOOPY was one of the first portable ROVs when launched in the 70s, see Figure 1.4b. It had two independently controlled hydraulic thrusters and automatic depth control [44].

Hydro Products’ line of Remotely Controllable Vehicles (RCV) were the first truly commercial ROVs. Their first vehicle, a RCV 225, was delivered to Stolt-Nielsen Seaway Diving in 1974 [17]. The larger RCV 150 followed up and both RCVs are seen in action in Figures 1.5a and 1.5b. However, the new vehicles had problems with entering the market dominated by manned submersibles and saturation divers at the time. It should take several years before the technology was fully accepted as replacement for divers.

In 1974, only 20 vehicles were constructed and 17 of these were founded by gov-
ernments. Among these was the SNURRE ROV from 1973, which was developed and owned by the establishment of the Continental Shelf Division (NTNF-K) of the Royal Norwegian Council for Scientific Research [4]. The SNURRE ROV is seen in Figure 1.6a and the control room is shown in Figure 1.6b.

![(a) NTNF-K’s Snurre ROV.](image1)
![(b) Control room for Snurre.](image2)

Figure 1.6: The first Norwegian made ROV. Snurre by NTNF-K (IKU) in 1980 (Courtesy of Norsk Oljemuseum).

In the period from 1974 to 1982 there was a large growth in the ROV market with about 500 vehicles by the end of 1982. The funding of ROV projects also changed in this period. From the beginning in 1953 to 1974, 85% of ROVs were founded by governments but 96% of the vehicles produced from 1974 to 1982 were made or owned by private industry [18].

The increasing reliability of the ROVs made them accepted by the offshore industry, which again caused a wave of new ROV developers and vehicles. In the period from 1982 to 1989, there was a rapid growth of the ROV industry. In 1970, there was only 1 commercial manufacturer of ROVs, and by 1984, the number had grown to 27. In the late 70s and early 80s, the market was dominated by North American companies, with Hydro products, AMETEK and Perry Offshore producing the majority of ROVs. Jim McFarlane, a Canadian, got into the business with a range of low-cost vehicles developed by International Submarine Engineering (ISE). However, as ROVs were accepted by the offshore oil & gas industry, the real money was in the North Sea. The low dollar to pound exchange rate in the mid 80s was bad for the American companies as it was cheaper to produce ROVs and equipment in the UK. So the European companies Slingsby Engineering, Sub Sea Offshore, and the OSEL Group cornered the North Sea market. The only North American survivors were Perry Offshore, who wisely teamed up with the competitors across the pond, and ISE due to their diverse product line and can-do attitude of their owner [18].

Technological advancements in the late 70s and 80s, especially within electronics and computers, made it possible to make smaller ROVs. While the established companies where fighting for contracts in the North Sea, new markets opened up to those who utilized the new technology to make smaller and cheaper ROVs. The low-cost ROV pioneer Chris Nicholson, owner of Deep Sea Systems International (DSSI), grasped the opportunity
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(a) MiniRover ROV (1983).
(b) VideoRay ROV (1999).
(c) OpenROV (2012).

Figure 1.7: Evolution of mini & micro ROVs.

with his Mini Rover made in a garage in 1983. The Mini Rover, seen in Figure 1.7a, was priced at under $30,000 when the cheapest competitor sold for more than $100,000. This made ROVs affordable for civilian use. After Benthos picked up the Mini Rover line from DSSI in 1987, they and Deep Ocean Engineering (DOE) cornered the marked for dam and tunnel inspection, police and security operations, fisheries, oceanography, nuclear plant inspection, and many other applications with the new affordable and portable mini ROVs [18].

In the 90s the ROV industry became more mature and diverse. It covered everything from light mini ROVs for civilian and scientific use to large and powerful work class ROVs for the offshore industry. New tools also increased the number of applications the ROV could be used for. The next challenge was to go deeper. The 20000 feet (6279 m) barrier was reached in 1990 by CURV III. However, the record was crushed by the Japanese JAMSTEC ROV Kaiko in 1995. Kaiko, seen in Figure 1.8a, placed a flag at the bottom of the Challenger Deep in the Mariana Trench, 10911 m below the surface. As it is impossible to go deeper, the record will stand.

For oil & gas exploration beyond the maximum depth for saturation divers, related subsea work tasks must be performed by ROVs. This forced a closer integration between the ROV industry and the oil & gas companies as all subsea structures and equipment must be designed so they can be installed, maintained and repaired by ROVs. This has led to a huge growth in the ROV tooling industry as well. The ROV serves a maneuverable platform where different tool modules can be mounted to perform specialized tasks.

In 1999 a new addition to the mini ROVs became very popular for inspection tasks. The VideoRay, seen in Figure 1.7b, weighs around 6 kg and comes with complete motion control system including video in a suitcase. Advances in various instrumentation technologies enables this micro ROV to be fitted with advanced sensors that used to required a much larger ROV and surface vessel for deployment. Thus the value to its users is enhanced over the first mini ROVs. This is reflected in sales, and VideoRay has of 2013 sold more than 2500 ROV systems.

ROVs have also been used in various research projects for ocean science in areas such as oceanography, biology and archeology. One notable research ROV is the Nereus from Woods Hole Oceanographic Institution (WHOI), seen in Figure 1.8b. This is a hybrid ROV (HROV), which can operate with or without communication through a tether. That
is, it can work both as an ROV or as an autonomous underwater vehicle (AUV). The Nereus reached the Challenger Deep in 2009 and tied the record set by Kaiko almost 15 years earlier.

As of 2014 there were two Norwegian ROV manufacturers. Sperre AS in Notodden and Kystdesign AS in Haugesund. Sperre AS was founded by Tor Olav Sperre in 1988 after he had made a prototype of a small ROV for picking up wreck items. Sperre AS has delivered more than 80 ROV systems, and one of their ROVs, the SUB-fighter 15K is seen in Figure 1.9a. Kystdesign AS started in 1997 and produce work class ROVs for the offshore industry, with operators such as DOF and DeepOcean among the customers. Kystdesign deliver three ROV models; Supporter, Constructor and Installer. As of 2013 they had delivered 27 ROV systems. The Constructor work class ROV is seen in Figure 1.9b.

One of the most recent additions in the ROV industry is OpenROV, which started in a garage in Cupertino, CA in 2011. This US start-up is influenced by the open-source community. They make very affordable ROVs for teaching and exploration. The OpenROV come as a kit, which the costumer can assemble themselves and modify the control software to their needs. The price tag of less than $850 for the base version would have been unheard of in the 80s and 90s. This enables people all over to explore the oceans by themselves. The OpenROV is seen in Figure 1.7c.

In the the late 90s there where over 100 ROV manufacturers and over 100 operators using around 3000 vehicles of different sizes according to [19]. It says in The World ROV...
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(a) Sperre AS SUB-Fighter 15k ROV. (Courtesy of Sperre AS)
(b) Kystdesign constructor work class ROV. (Courtesy of Kystdesign AS)

Figure 1.9: Modern Norwegian made ROVs.

Market Forecast 2011-2015 that there were 747 work class ROVs being operated by 21 major companies in 2011. The size of the total ROV market as of January 2014 is difficult to predict when including all smaller systems such as mini, micro an open source ROVs. Nonetheless, the growth in numbers of ROVs has been exponential since the start as seen in Figure 1.10 which shows numbers of produced ROVs and manufacturers from 1953.

Figure 1.10: The evolution of the ROV market. Numbers of constructed ROVs and manufacturers since 1953.
1.2.3 Evolution of ROV Motion Control Systems

The early ROVs had rather primitive motion control systems. With independently controlled thrusters it took a skilled pilot a lot of effort to control it. Automatic depth control eased the operation of ROVs considerably as a ROV is rarely neutrally buoyant. With thruster allocation and an electronic compass (fluxgate compass), it was possible to include automatic heading control as well. Decoupled depth and heading control have been the standard automation functions for ROV positioning for decades and they still are. It is only in the recent years that other automated functions such as station keeping, velocity control and path tracking have gained popularity in commercial systems. The reason is most likely related to the underwater navigation problem. As there are no Global positioning systems (GPS) working under water, other means of finding an accurate position suitable for feedback to a position controller is needed. The standard solution has been to use acoustic positioning systems to get an absolute position fix. However, these can be inaccurate and "jumpy" and the update rate is slow. The alternative of INS, as used on submarines, have been too large and expensive for ROVs.

When the Doppler velocity log (DVL) came in the 80s, it was a revolutionary sensor for underwater vehicles and navigation as it could measure the velocity in the vehicle frame with high accuracy and update rates. However, the patent on the technology from 1996 led to a monopoly market with expensive DVLs. Nevertheless, the DVL became a very popular sensor for underwater vehicles. Although the sensors, needed in a DP system for ROVs, have been around for a while, it is strange that automated station keeping and tracking did not enter the commercial market until quite recently. Several Universities and research institutions, such as Woods Hole Oceanographic Institution (WHOI) and MBARI, have developed motion control systems with station keeping and tracking capabilities. Many papers from the 80s and 90s cover the topic, e.g. [106] from 1986, which is about a prototype supervisory control system for a ROV with experimental results.

Yet, the first commercial work class ROVs to use other automated functions than auto depth and heading did not come around until the beginning of the millennium. Schilling Robotics claims in [102] to be early pioneers in automated control of ROVs with their StationKeep introduced in 2001. StationKeep is an automated function for holding the ROV position. The improved StationKeep as of 2011 includes mid water station keeping ability when the DVL is out of rage. These automated positioning functions are today implemented on the commercial Schilling UHD ROVs. The StationKeep is a result of a collaboration between C-innovation, CDL (Teledyne CDL 3) and Schilling Robotics, where the INS system by CDL is the core enabling technology.

Oceaneering 4, another ROV giant, teamed up with Sonardyne 5, a major subsea navigation company, to deliver their automated ROV positioning solution; the Fly-by-wire system (FBW), which was demonstrated in the fall of 2012. In a press release from November 28, 2012, they claim the FBW to provide DP in all water depths with capabilities beyond current state-of-the-art, without affecting reliability or ease of use.

---

3http://www.teledyne-cdl.com
4http://www.oceaneering.com
5http://www.sonardyne.com
1.3 Problem Outline

As sensors and instruments are getting smaller and cheaper, automated positioning is now available for mini and micro ROVs. VideoRay \(^6\) collaborated with Teledyne RDI, Teledyne BlueView and SeeByte to come up with their "click and go" positioning control system called the VideoRay CoPilot. In addition to station keeping, the CoPilot can track predefined survey patterns or use automatic target recognition, based on data from a BlueView multibeam sonar, to find and maintain a relative position to a target [100].

SeeByte has also delivered their SeeByte CoPilot positioning system to work class ROVs from SMD. The SeeByte CoPilot is an automatic positioning system software that can be retrofitted on any ROV fulfilling SeeByte’s requirements on sensors specification and thruster configuration.

1.3 Problem Outline

The scientific goal of the thesis is to contribute with ideas and solutions that can enhance the operation of underwater vehicles and give them new applications. This is done by inventing or improving guidance and control functions and navigation solutions for ROVs. Developing a complete automated motion control system for a ROV requires knowledge in many aspects of control engineering, electronics, computer science, hydrodynamics, practical know-how and other skills. Thus, the contributions in this thesis are mainly limited to guidance, navigation and control. The work in these areas are covered in the following chapters. The following problems have been considered in more detail.

- Underwater navigation is the main problem to be solved in order to automate motion control of underwater vehicles. Thus, parts of the thesis consider the development of observers, model-based and sensor-based state estimators, that can estimate the ROVs position and velocity.

- The ROV must be guided in order to complete a mission. The guidance of ROVs can happen at several levels of human interaction. The thesis aims at providing solutions with guidance strategies for joystick in closed-loop control, A to B maneuvers and way-point tracking and management.

- Terrain following is a very useful feature during survey missions. The basic task in terrain following is to maintain a desired distance from the sea floor as the ROV moves over varying terrain. A proposed solution is covered in detail in the thesis with both theoretical contributions and experimental results and considerations.

- A ROV with an automated motion control system is needed in order to verify and test new theoretical contributions. Development, implementation and testing of an automated motion control system is done as part of the thesis work.

\(^6\)http://www.videoray.com
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1.5 Contributions

The following scientific contributions are made in this work.

**Chapter 2:** Modeling and Hydrodynamics of ROVs. A process plant model for use in simulations and a control plant model for use in observers and controllers have been developed and implemented in both simulation and control software. The mathematical models of the ROVs build upon Fossen’s robotic-like vectorial model.

**Chapter 3:** Development and Implementation of a ROV Motion Control System. A motion control system for automatic operation of ROVs has been developed, implemented and tested on the NTNU ROVs Minerva and 30k in the Trondheimsfjord.

**Chapter 4:** Underwater Navigation. i) A new method for fusing velocity measurements from a DVL with IMU data is proposed in order to improve the attitude, velocity and position estimation. The work has been presented in [28] and [30]. ii) An extended model-based Kalman filter is designed to provide another alternative for position and velocity estimation. This work was first published in [25].

**Chapter 5:** Guidance of ROVs. i) A guidance method for joystick in closed-loop control has been developed so the pilot does not need to compensate for environmental forces and ROV dynamics. The work has been presented in [27]. ii) A new type of reference model called "constant jerk" was developed for A to B maneuvers and way-point tracking. iii) A modified line-of-sight (LOS) guidance strategy for fully actuated vehicles is proposed.

**Chapter 6:** Altitude Control and Terrain Following. i) A new method for local sea floor geometry approximation from DVL measurements is proposed. ii) A new guidance law for depth needed in altitude control and terrain following is given. This work has been presented in [26] and [30].

**Chapter 7:** Ocean Science Research Campaigns. i) Several experimental results are obtained from cruises where the ROV motion control system has been implemented on the ROV Minerva and ROV 30k. This is a demonstration of the various contributions in the other Chapters working together.

1.6 Thesis Structure

The thesis is organized as
Chapter 2: Modeling and Hydrodynamics of ROVs. The notation style used in the thesis is introduced. Kinematics and mathematical models to describe the dynamics of ROVs are given. Forces acting on the ROV are explained. Sensors and their use in the motion control systems are presented.

Chapter 3: Development and Implementation of a ROV Motion Control System. The motion control system architecture, objectives and the development process are presented.

Chapter 4: Underwater Navigation. ROV navigation aspects are discussed and the contributions on vehicle state estimators are presented. Experimental results, showing the performance of the proposed observers, are shown.

Chapter 5: Guidance of ROVs. The different ROV modes of operation and corresponding guidance strategies are discussed. The proposed guidance methods and experimental results are presented.

Chapter 6: Terrain Following. Terrain following and altitude control are covered in detail. Contributions on sea floor geometry approximation methods and altitude control are presented and backed up by experimental results.

Chapter 7: Ocean Science Research Campaigns. The importance of doing experiments when working with ROV motion control systems is explained. Some important cruises and experiences are presented.

Chapter 8: Conclusions. The main results of the thesis are concluded and further work is suggested.

Appendix A: NTNU Vehicles. Specifications and dynamical properties of the NTNU ROVs Minerva and 30 k are given. The specifications of RV Gunnerus are presented.

Appendix B: Position & Velocity Control. The control laws for position and velocity control are given.

Appendix C: Mathematical Toolbox. Important definitions referred to in the main part are included.

Appendix D: Altitude Control Dynamics and Stability. Assessment of the dynamics and stability of the proposed closed-loop altitude control via depth control.
Chapter 2

Modeling and Hydrodynamics of ROVs

Mathematical models of the ROV and hydrodynamics are given in this section. Notations and the equations of motion are represented using Fossen’s Robotic-like vectorial model. This is an efficient way of describing differential equations in 6 degrees of freedom with coupling effects in matrix form. A section describing sensors and their measurement equations are also included.

The chapter is mainly based on [40] where theory has been adapted to fit the ROV purpose. Theory from [36] and [87] are also included. The sensor section is derived as part of the thesis work, although the matrix notation is adopted from [40].

The main purpose of obtaining a hydrodynamical model is to be able to simulate the ROV motions and to exploit the knowledge of the ROV dynamics in the design of observers, controllers and thruster allocation.

2.1 Notations

The notation used in the thesis is adopted from the SNAME convention and Fossen’s Robotic-like vectorial model. Motion, position and orientation of a vehicle are given by vectors and generalized coordinates.

The 6 degrees of freedom (DOF) of a vehicle and notations, according to the SNAME convention, are given in Table 2.1.

<table>
<thead>
<tr>
<th>no.</th>
<th>DOF</th>
<th>Forces &amp; moments</th>
<th>Linear &amp; angular velocities</th>
<th>Positions &amp; Euler angles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Surge X</td>
<td>u</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Sway Y</td>
<td>v</td>
<td>y</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Heave Z</td>
<td>w</td>
<td>z</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Roll K</td>
<td>p</td>
<td>φ</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Pitch M</td>
<td>q</td>
<td>θ</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Yaw N</td>
<td>r</td>
<td>ψ</td>
<td></td>
</tr>
</tbody>
</table>
2.1.1 Generalized Coordinates

The generalized position and velocity coordinates are given by (2.1) and (2.2), respectively.

\[
\eta = \begin{bmatrix} x & y & z & \phi & \theta & \psi \end{bmatrix}^T, \quad (2.1)
\]

\[
\nu = \begin{bmatrix} u & v & w & p & q & r \end{bmatrix}^T. \quad (2.2)
\]

The linear and angular position and velocity vectors are given by (2.3). These are sub-vectors of the generalized coordinates.

\[
p = \begin{bmatrix} x \\ y \\ z \end{bmatrix}, \quad v = \begin{bmatrix} u \\ v \\ w \end{bmatrix}, \quad \Theta = \begin{bmatrix} \phi \\ \theta \\ \psi \end{bmatrix}, \quad \omega = \begin{bmatrix} p \\ q \\ r \end{bmatrix}, \quad (2.3)
\]

where \(p \in \mathbb{R}^{3 \times 1}\) is the linear position, \(v \in \mathbb{R}^{3 \times 1}\) is the linear velocity, \(\Theta \in \mathbb{R}^{3 \times 1}\) is the angular position, also referred to as attitude. \(p \in \mathbb{R}^{3 \times 1}\) is the angular velocity, also called the turn rate vector or rotational velocity.

The force vector with elements corresponding to the 6 DOFs are given by (2.4).

\[
\tau = \begin{bmatrix} X & Y & Z & K & M & N \end{bmatrix}^T. \quad (2.4)
\]

2.1.2 Notation Norms

All matrices are in boldface, upper case letters. All vectors are in boldface, lower case letters.

The estimate of a variable \(x\) is noted as \(\hat{x}\), the time derivative is noted as \(\dot{x}\), and the time derivative of the estimated variable is noted as \(\dot{\hat{x}}\). Desired variables are noted with subscript as in \(x_d\).

The cross product of vectors \(a \in \mathbb{R}^3\) and \(b \in \mathbb{R}^3\) can be calculated using the cross product operator \(S\) as

\[
a \times b = S(a)b, \quad (2.5)
\]

where \(S\) is defined as

\[
S(a) = \begin{bmatrix} 0 & -a_3 & a_2 \\ a_3 & 0 & -a_1 \\ -a_2 & a_1 & 0 \end{bmatrix}, \quad a = \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}. \quad (2.6)
\]

\(S\) is a skew symmetric matrix, i.e. \(S = -S^T\).
2.2 Kinematics

The most important background material for understanding the mathematical model of the ROV is provided in this section. A method for writing equations of motion in matrix form is presented and the reference frames used in the thesis are explained. Transformations and related notations are also described in this section.

2.2.1 Fossen’s Robot-Like Vectorial Model

The equations of motion developed for the ROV are written in a vectorial setting adopted from [40]. An example of using the generalized coordinates and matrices to describe the 6 DOF differential equations of motion is seen in (2.7) and (2.8).

\[
\dot{\eta} = J(\eta)\nu, \quad (2.7)
\]

\[
M\dot{\nu} + C(\nu)\nu + D(\nu)\nu + g(\eta) = \tau, \quad (2.8)
\]

where \( J \in \mathbb{R}^{6 \times 6} \) is the rotation matrix from the vehicle frame to the reference frame. \( M \in \mathbb{R}^{6 \times 6} \) is the mass matrix, \( C \in \mathbb{R}^{6 \times 6} \) is the Coriolis and centripetal force matrix and \( D \in \mathbb{R}^{6 \times 6} \) is the damping matrix. \( g \in \mathbb{R}^{6 \times 1} \) is a vector with restoring forces. Eq. (2.8) is Newton’s second law expressed in a moving coordinate frame, hence the need to compensate for Coriolis and centripetal forces.

2.2.2 Reference Frames

Several reference frames are needed to describe the motion and to make use of various measurements. The reference frames that are used for navigation are

- ECI, \( \{i\} \): The Earth-centered inertial frame with axes \( \{i\} = [x_i, y_i, z_i] \),
- ECEF, \( \{e\} \): The Earth-centered Earth fixed frame with axes \( \{e\} = [x_e, y_e, z_e] \),
- NED, \( \{n\} \): The North, East, Down frame with axes \( \{n\} = [x_n, y_n, z_n] \),

where the \( \{i\} \) frame is assumed to be an inertial frame when high accuracy is required. For even greater accuracy one could use a Sun-centered inertial frame, but this is usually not necessary. For slowly moving vehicles with restricted area of motion, the \( \{n\} \) frame can be assumed to be inertial for most applications. The \( \{e\} \) frame is useful for describing motion over longer distances where the flat Earth approximation of \( \{n\} \) is inaccurate. E.g. GPS coordinates are given in the \( \{e\} \) frame, but it is impractical to display attitude in this frame as zero roll and pitch usually means level. Figure 2.1 shows the reference frames and their relative positions and orientations.

The vehicle frame is fixed to the vehicle origin and rotates with the vehicle. This moving coordinate frame is also referred to as the body frame and is listed together with the measurement frame.
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Figure 2.1: Reference and body frames (Courtesy of Wiley).

- **BODY, \{b\}:** The body frame with axes \{b\} = [x_b, y_b, z_b].
- **MES, \{m\}:** The measurement frame with axes \{m\} = [x_m, y_m, z_m].

The measurement frame is also a moving frame, usually moving and rotating together with the body frame. Vector measurements, from an instrument that is mounted on a vehicle, are in the instrument's measurement frame and moving with the body frame. Other notations for the measurement frame are used when e.g. more than one instrument with vector measurements are mounted on a vehicle.

The body frame of a ROV is seen in Figure 2.2. The \{b\} axes define the surge, sway and heave directions and the rotational directions according to the right-hand rule.

### 2.2.3 Vector Notations

Super and subscripts on vectors are used to specify which reference frame the vector is decomposed in and where the vector starts and ends.

A vector decomposed in frame \{x\} can be expressed in \{y\} using the transformation matrix \( R_y^x(\Theta_{yx}) \in \mathbb{R}^{3 \times 3} \) as \( p^y = R_y^x p^x \), where the argument of the rotation matrix was omitted for brevity. A vector superscript tells which frame it is decomposed in and the subscript has relative information about the vector. E.g. \( p^z_{x/y} \) is the position vector of the \{x\} frame relative to the \{y\} frame decomposed in the \{z\} frame.

The rotation of a coordinate system \{x\} w.r.t coordinate system \{y\} is given by the rotation vector \( \Theta_{yx} \in SO^3 \).
2.2 Kinematics

2.2.4 Transformations

Translational Transformations

The rotation matrix from \( \{ b \} \) to \( \{ n \} \) is \( R^b_n(\Theta_{nb}) \in SO(3) \) and is calculated as

\[
R^b_n(\Theta_{nb}) = R_{z,\psi} R_{y,\theta} R_{x,\phi},
\]

where

\[
R_{x,\phi} = \begin{bmatrix}
1 & 0 & 0 \\
0 & c\phi & -s\phi \\
0 & s\phi & c\phi \\
\end{bmatrix},
R_{y,\theta} = \begin{bmatrix}
c\theta & 0 & s\theta \\
0 & 1 & 0 \\
-s\theta & 0 & c\theta \\
\end{bmatrix},
R_{z,\psi} = \begin{bmatrix}
c\psi & -s\psi & 0 \\
s\psi & c\psi & 0 \\
0 & 0 & 1 \\
\end{bmatrix},
\]

are the rotations matrices from roll, pitch and yaw, respectively [40]. \( c \) and \( s \) are short for cosine and sine. Note that the order of rotation is important.

The inverse transformation is

\[
R^b_n(\Theta_{nb})^{-1} = R^b_n(\Theta_{nb})^T = R^n_b(\Theta_{nb}),
\]

where it is noted that this Euler angle representation has a singularity at 90 degrees of pitch. It is recommended to use a quaternion representation of the attitude to avoid singularities and ease the computational footprint in implementations.

Figure 2.2: ROV body frame and rotations.
Rotational Velocity Transformations

The Euler rate vector $\dot{\Theta}_{nb}$ can be obtained from the body fixed angular velocity vector $\omega_{b/n}^b$ by a transformation given as

$$\dot{\Theta}_{nb} = T_{\Theta}(\Theta_{nb})\omega_{b/n}^b,$$

(2.12)

where

$$T_{\Theta}(\Theta_{nb}) = \begin{bmatrix} 1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\ 0 & \cos \phi & -\sin \phi \\ 0 & \sin \phi \cos \theta & \cos \phi \cos \theta \end{bmatrix},$$

(2.13)

and the derivation is shown in [40].

The transformation matrix for the generalized coordinates, $J(\eta)$, as used in (2.7) can then be written as

$$J(\eta) = \begin{bmatrix} R_{\Theta}^n(\Theta_{nb}) & 0_{3\times3} \\ 0_{3\times3} & T_{\Theta}(\Theta_{nb}) \end{bmatrix}.$$

(2.14)

More details on transformations between reference frames and moving coordinate systems are found in [40].

Quaternion Representation of Rotation

A quaternion representation of the rotation is used to avoid singularities and ease the computational footprint. The quaternion vector representing the rotation of $\{x\}$ w.r.t $\{y\}$ is $q_2^y = [\eta \ \epsilon]^T$, where $\eta$ is the real part and $\epsilon = [\epsilon_1 \ \epsilon_2 \ \epsilon_3]^T$ is a vector with three imaginary parts. The unit quaternion satisfies $qq^T = 1$. The set of unit quaternions is defined as $Q := \{ q|q^Tq = 1, q = [\eta \ \epsilon]^T, \ \epsilon \in \mathbb{R}^3 \ \text{and} \ \eta \in \mathbb{R} \}$ [40]. This representation is used in some of the methods proposed in the thesis and details on quaternions are found in Appendix C.

2.2.5 Earth’s Rotation and Gravity

It is sometimes useful to express the Earth’s rotation in the $\{n\}$ frame, such as when using high accuracy gyroscopes. $\omega_{e/i}^n$ is the Earth’s angular velocity decomposed in the $\{n\}$ frame as seen in (2.15).

$$\omega_{e/i}^n = R_{\Theta}^n(\Theta_{en})\omega_{e/i}^e = \begin{bmatrix} \omega_e \cos(\mu) \\ 0 \\ -\omega_e \sin(\mu) \end{bmatrix},$$

(2.15)
2.3 Equations of Motion

where $\Theta_{en}$ is the orientation of the local \{n\} frame w.r.t \{e\}. $\omega_e = 7.292115 \times 10^{-5}$ rad/s is the angular velocity of the Earth [40], and $\mu$ is the latitude. As the in-bias gyro stability of MEMS IMUs are getting lower than the turn rate of the Earth, $\omega_{e/i}$ should not be neglected in the the navigation system.

For a vehicle traveling large distance, its local \{n\} frame will rotate with a rate $\omega_{n/e}$ as

$$\omega_{n/e} = \frac{1}{R_0 - z} \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & -\tan(\mu) & 0 \end{bmatrix} R^n_b \mathbf{v}^b_{b/e}, \tag{2.16}$$

where $R_0$ is the Earth’s radius, and $z$ is the vertical coordinate in \{n\}. Note that $\omega_{n/e}$ will be very small, in the order of $10^{-8}$ to $10^{-7}$ rads/s, for velocities typical for underwater vehicles. Thus, $\omega_{n/e}$ can be neglected for practical applications.

$\mathbf{g}^n_l$ is the local gravity vector, or the "plumb bob" gravity vector, in \{n\}. This vector is the resultant of the gravity due to the mass of the Earth and the centripetal acceleration from the Earth’s angular velocity. The components of $\mathbf{g}^n_l$ are seen in (2.18) as

$$\mathbf{g}^n_l = \mathbf{g}^n - \omega_{e/i}^n \times \omega_{e/i}^n \times \mathbf{p}^n_{b/e} \tag{2.17}$$

$$= \mathbf{g}^n - \frac{1}{2} \omega_e^2 (R_0 - z) \begin{bmatrix} \sin(2\mu) \\ 0 \\ 1 + \cos(2\mu) \end{bmatrix}, \tag{2.18}$$

where $\mathbf{g}^n$ is the gravity due to the Earth’s mass and will vary with location. $\mathbf{g}^n_l$ is important in the gravity compensation used in INS, and in some of the methods proposed in the thesis.

2.3 Equations of Motion

The equations of motion for a ROV are presented in the following. A process plant model, which is a detailed mathematical model of the ROV dynamics, and control plant model, which is a simplified model [86]. The process plant model is used in simulations, and the control plant model is used in controller and observer design. There are no new contributions in this section other than adapting known models and hydrodynamic theory to obtain a mathematical model of the ROV dynamics.

The equations are expressed in the center of origin (CO), which can be placed anywhere, but most convenient on the center line or at intersections of symmetry planes. The vector from CO to the center of gravity (CG) is $\mathbf{r}^b_g = [x_g \ y_g \ z_g]^T$.

2.3.1 Process Plant Model

The process plant model given in (2.19) and (2.20) is the Newton-Euler equations of motion about CO. This model is based on Fossen’s Robotic-like model as described in [40].
The Newtonian mechanics are expressed in the body frame in (2.20) and transformed to the NED frame in (2.19). The model contains rigid-body dynamics terms, hydrodynamical terms, a hydrostatic term, propulsion force and external forces.

\[ \dot{\eta} = J(\eta) \nu, \quad (2.19) \]

\[ M_{RB} \dot{\nu} + C_{RB}(\nu) \nu + M_A \dot{\nu}_r + C_A(\nu_r) \nu_r + D(\nu_r) \nu_r + g(\eta) = \tau + \tau_{ext}, (2.20) \]

where \( M_{RB} \in \mathbb{R}^{6 \times 6} \) is the rigid-body mass matrix in CO and \( C_{RB}(\nu) \in \mathbb{R}^{6 \times 6} \) is the rigid-body Coriolis and centripetal matrix. \( M_A \in \mathbb{R}^{6 \times 6} \) is the added mass matrix in CO, \( C_A(\nu_r) \in \mathbb{R}^{6 \times 6} \) is the added mass Coriolis and centripetal matrix and \( D(\nu_r) \in \mathbb{R}^{6 \times 6} \) is the damping matrix. \( g(\eta) \in \mathbb{R}^{6 \times 1} \) is the hydrostatic restoring force vector, \( \tau \in \mathbb{R}^{6 \times 1} \) is the propulsion force vector, and \( \tau_{ext} \in \mathbb{R}^{6 \times 1} \) is a vector with external forces, including the umbilical and manipulator forces. Each of the terms and matrices are explained in more detail in the following.

\( \nu_r \in \mathbb{R}^{6 \times 1} \) is the relative velocity vector with respect to the water and it is calculated as

\[ \nu_r = \nu - \nu_c, \quad (2.21) \]

where \( \nu_c \in \mathbb{R}^{6 \times 1} \) is the ocean current velocity vector decomposed in the body frame. For irrotational ocean currents

\[ \nu_c = [u_c \ v_c \ w_c \ 0 \ 0 \ 0]^T, \quad (2.22) \]

where \( u_c, v_c \) and \( w_c \) are the velocity components of the ocean current. The work in this thesis assumes irrotational ocean currents.

**Rigid-body Dynamics**

The rigid-body mass matrix in CG is

\[ M_{RB}^{CG} = \begin{bmatrix} mI_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & I_g \end{bmatrix}, \quad (2.23) \]

where \( m \) is the mass of the vehicle and \( I_g \in \mathbb{R}^{3 \times 3} \) is the inertia matrix about CG given as

\[ I_g = \begin{bmatrix} I_x & -I_{xy} & -I_{xz} \\ -I_{yx} & I_y & -I_{yz} \\ -I_{zx} & -I_{zy} & I_z \end{bmatrix}, \quad (2.24) \]
where $I_x$, $I_y$, $I_z$ are the moments of inertia about the \{\textit{b}\} axes, and $I_{xy} = I_{yx}$, $I_{xz} = I_{zx}$ and $I_{yz} = I_{zy}$ are the products of inertia. See [40] for more details. The inertia matrix $I_g$ is approximated as if the ROV is a box with evenly distributed mass.

The rigid-body Coriolis and centripetal matrix in CG is

$$C_{\text{RB}}^{\text{CG}} = \begin{bmatrix} mS(\omega_{b/n}^b) & 0_{3\times3} \\ 0_{3\times3} & -S(I_g^b)_{b/n}^b \end{bmatrix},$$

(2.25)

and is calculated directly from the mass, inertia matrix and the turn rate vector.

The mass and Coriolis matrices in CG must be transformed to CO before use in (2.19). The transformation is done using the matrix (2.26)

$$H(r_g^b) = \begin{bmatrix} I_{3\times3} & S^T(r_g^b) \\ 0_{3\times3} & I_{3\times3} \end{bmatrix},$$

(2.26)

to get

$$M_{\text{RB}} = H^T(r_g^b)M_{\text{RB}}^{\text{CG}}H(r_g^b),$$

$$C_{\text{RB}} = H^T(r_g^b)C_{\text{RB}}^{\text{CG}}H(r_g^b),$$

(2.27)

(2.28)

which are the mass and Coriolis matrices in CO, respectively. A derivation is given in [40].

Hydrodynamics

\textbf{Added mass:} The added mass of a body (vehicle) in a fluid is given by the added mass matrix $M_A$ with components as

$$M_A = \begin{bmatrix} X_{\dot{u}} & X_{\dot{v}} & X_{\dot{w}} & X_{\dot{\theta}} & X_{\dot{\phi}} & X_{\dot{\gamma}} & X_{\dot{r}} \\ Y_{\dot{u}} & Y_{\dot{v}} & Y_{\dot{w}} & Y_{\dot{\theta}} & Y_{\dot{\phi}} & Y_{\dot{\gamma}} & Y_{\dot{r}} \\ Z_{\dot{u}} & Z_{\dot{v}} & Z_{\dot{w}} & Z_{\dot{\theta}} & Z_{\dot{\phi}} & Z_{\dot{\gamma}} & Z_{\dot{r}} \\ K_{\dot{u}} & K_{\dot{v}} & K_{\dot{w}} & K_{\dot{\theta}} & K_{\dot{\phi}} & K_{\dot{\gamma}} & K_{\dot{r}} \\ M_{\dot{u}} & M_{\dot{v}} & M_{\dot{w}} & M_{\dot{\theta}} & M_{\dot{\phi}} & M_{\dot{\gamma}} & M_{\dot{r}} \\ N_{\dot{u}} & N_{\dot{v}} & N_{\dot{w}} & N_{\dot{\theta}} & N_{\dot{\phi}} & N_{\dot{\gamma}} & N_{\dot{r}} \end{bmatrix},$$

(2.29)

where e.g. the hydrodynamical derivative $X_{\dot{r}}$ is the added mass force coefficient in surge caused by acceleration in yaw. Note that $M_A$ is symmetrical, $M_A = M_A^T$. When a body is moving or oscillating in water, parts of the surrounding water mass will move as well. This means there is a pressure field in the water around the body. This pressure, not including the hydrostatic pressure, can be integrated over the surface of the body to find the added mass forces. Thus, added mass is not a specific amount of water moving with the body, but it should be understood in terms of hydrodynamic pressure [36].
The pressure field in the water, set up by the body motions, depends on the boundary conditions of the surrounding water, such as free surface and sea floor. Motions of a body in or close to the surface will generate waves, and the pressure field will be frequency dependent. For underwater vehicles, it is assumed that no waves are generated, and the added mass is constant.

An underwater vehicle has restoring forces only in roll and pitch, hence there are no natural frequencies for the other DOFs. The constant added mass is calculated as the zero frequency added mass for surge, sway, heave and yaw. For roll and pitch, the added mass corresponding to the natural frequency is used. The roll and pitch natural frequencies are calculated as

\[
\omega_{\text{roll}} = \sqrt{\frac{C_{44}}{I_x + K_p(\omega_{\text{roll}})}}, \quad \omega_{\text{pitch}} = \sqrt{\frac{C_{55}}{I_y + M_q(\omega_{\text{pitch}})}}, \quad (2.30)
\]

where \(C_{44}\) and \(C_{55}\) are the hydrostatic restoring forces to be defined later. Note that this is a recursive equation.

It can be difficult to find all 36 terms including the 30 off diagonal, cross coupling terms. Since \(M_A\) is symmetrical, it suffices to find the 6 diagonal elements and the 15 elements above the diagonal. This can be reduced further by exploiting symmetry properties of the vehicle itself. To simplify, the ROV is assumed to have symmetry about the xz, yz, and xy planes (port/starboard, fore/aft, bottom/top). Thus, there are no cross coupling added mass terms and the added mass matrix is reduced to

\[
M_A = -\text{diag}\{X_u(0), Y_v(0), Z_w(0), K_p(\omega_{\text{roll}}), M_q(\omega_{\text{pitch}}), N_r(0)\}; \quad (2.31)
\]

where the values of each element is calculated from hydrodynamical tables. Alternatively, the full 36 element added mass matrix can be calculated by a computer program such as WADAM or WAMIT if CAD drawings are available. This has been done for the ROV 30k in [3].

**Coriolis and centripetal forces:** The hydrodynamical Coriolis and centripetal matrix \(C_A\), for a rigid body moving through an ideal fluid, can always be parametrized to be skew-symmetric so

\[
C_A(\nu) = -C_A^T(\nu), \quad \forall \nu \in \mathbb{R}^{6 \times 1} \quad (2.32)
\]

\(C_A\) is calculated from the added mass matrix and the generalized velocity vector. The parametrization of \(C_A\) used for the ROV is given in (2.33) as suggested by [40].

\[
C_A(\nu) = -\begin{bmatrix}
0_{3 \times 3} & -S(A_{11}v + A_{12}\omega) \\
-S(A_{11}v + A_{12}\omega) & -S(A_{21}v + A_{22}\omega)
\end{bmatrix}, \quad (2.33)
\]
where \( A_{ij} \in \mathbb{R}^{3 \times 3} \) is given by

\[
M_A = - \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}.
\] (2.34)

**Damping:** For underwater vehicles, such as the ROV, the potential damping and other wave related damping effects are neglected. The damping of a ROV is mainly caused by vortex shedding and skin friction. The easiest way to determine damping properties of a ROV is to approximate its geometry as a box and use coefficients from hydrodynamical tables. However, the box approximation will result in an underestimation of the damping forces as the ROV has many cavities, exposed cables, manipulators and other appendages such as lights and instruments. It is difficult to calculate the damping of each of these appendages and assess the effects of flow interactions in the ROV frame caused by motion and jet from thrusters. To simplify, the damping is approximated with a linear and quadratic term given as

\[
D(\nu_r) = D + D_n(\nu_r),
\] (2.35)

where \( D \) is the linear damping matrix due to skin friction and \( D_n(\nu_r) \) is the quadratic damping, mainly caused by vortex shedding. The damping matrix \( D(\nu_r) \) is strictly positive as energy is dissipated through damping.

An alternative damping model, especially suitable for low speeds, is given as

\[
D(\nu_r) = D e^{-\alpha ||\nu_r||} + D_n(\nu_r),
\] (2.36)

where \( \alpha \) is a tuning parameter for the exponential decaying linear damping with the vehicle speed, \( ||\nu_r|| \). This damping model was proposed by [87].

Diagonal damping matrices are used in the modeling of ROVs due to the difficulty of finding values for the non-diagonal damping terms, from calculation or experiments, and because the diagonal terms are dominant. The linear and nonlinear damping matrices are given as

\[
D = -\text{diag}\{X_u, Y_v, Z_w, K_p, M_q, N_r\},
\] (2.37)

\[
D_n(\nu_r) = -\text{diag}\{X_{u|u|u}, Y_{v|v|v}, Z_{w|w|w}, K_{p|p|p}, M_{q|q|q}, N_{r|r|r} \}.
\] (2.38)

where the elements of \( D \) and \( D_n(\nu_r) \) are determined from experiments. The damping coefficients can also be approximated analytically, assuming a box geometry, as in [36].

**Hydrostatics and Restoring Forces**

The gravitational and buoyancy forces and the corresponding restoring moments are calculated in CG as
\[
\mathbf{g}^{CG}(\eta) = \begin{bmatrix}
(W - B) \sin \theta \\
-(W - B) \cos \theta \sin \phi \\
-(W - B) \cos \theta \cos \phi \\
y_b B \cos \theta \cos \phi - z_b B \cos \theta \sin \phi \\
-z_b B \sin \theta - x_b B \cos \theta \cos \phi \\
x_b B \cos \theta \sin \phi + y_b B \sin \theta 
\end{bmatrix},
\tag{2.39}
\]

where \(W\) is the vehicle weight and \(B\) is the buoyancy calculated as

\[
W = mg, \quad B = \rho g \nabla,
\tag{2.40}
\]

where \(\rho\) is the water density, \(g\) is the acceleration of gravity and \(\nabla\) is the total volume (displacement) of the ROV. The vector from CG to the center of buoyancy (CB) is \(r^{CB} = [x_b, y_b, z_b]^T\). \(\mathbf{g}^{CG}(\eta)\) is transformed to CO by

\[
\mathbf{g}(\eta) = \mathbf{H}^T(r^b)\mathbf{g}^{CG}(\eta),
\tag{2.41}
\]

before use in (2.20). Note that for most ROVs CB is straight above CG, i.e. \(r^{CB} = [0, 0, z_b]^T\). Thus, the linearized spring coefficients for roll and pitch are \(C_{44} = C_{55} = z_b B\), which is used in the calculation of the natural frequencies for roll and pitch.

Note that the equation of motion in (2.20) can be completely written in terms of the relative velocity as

\[
M \dot{\mathbf{v}}_r + C(\mathbf{v}_r) \mathbf{v}_r + D(\mathbf{v}_r) \mathbf{v}_r + \mathbf{g}(\eta) = \mathbf{\tau} + \mathbf{\tau}_{ext},
\tag{2.42}
\]

if the ocean current is irrotational, \(\mathbf{v}_c = [u_c, v_c, w_c, 0, 0]^T\) and the Coriolis and centripetal matrix is parameterized independent of linear velocity [40]. The effective mass, \(M = M_{RB} + M_A\), and Coriolis and centripetal, \(C(\mathbf{v}_r) = C_{RB}(\mathbf{v}_r) + C_A(\mathbf{v}_r)\), matrices are the sum of the respective rigid-body and hydrodynamical matrices.

The equations of motion in (2.19) and (2.20) have been implemented in a computer program to provide the simulation results presented in this thesis.

The propulsion thrust vector \(\mathbf{\tau}\) and external forces \(\mathbf{\tau}_{ext}\) are covered in Section 2.4.

### 2.3.2 Control Plant Model

The control plant model given by (2.43), (2.44) and (2.45) is used for analysis and in the design of observers and controllers. This is a simplified version of the process plant model. It is assumed that

- vehicle velocities are small, \(<1\) m/s. Thus, the Coriolis and centripetal forces and nonlinear damping are neglected.
• ocean current velocities are constant or slowly varying. Thus, the equations are
given in terms of the vehicle velocity, $\nu$, and additional forces from ocean currents
are included in the bias estimate, $b$.

• roll and pitch motions are small, <10 degrees, and the ROV is neutrally buoyant
with CB straight above CG. Thus, the restoring forces are linearized using $G$.

Although the control plant model a simplified model, it still captures the main dynam-
ics of the ROV.

$$\dot{\eta} = J(\eta)\nu,$$

$$M\dot{\nu} + D\nu + G\eta = \tau + J^T(\eta)b,$$

$$\dot{b} = -T_b^{-1}b + w_b,$$

where $D \in \mathbb{R}^{6 \times 6}$ is the linear damping matrix. $b \in \mathbb{R}^{6 \times 1}$ is the bias accounting for
unmodelled dynamics and slowly varying loads, which is modeled as a 1st order Markov
process. $T_b \in \mathbb{R}^{6 \times 6}$ is a diagonal matrix with positive bias time constants. $w_b \in \mathbb{R}^{6 \times 1}$ is
a zero mean Gaussian white noise processes [87]. $G$ is a linearized restoring matrix given as

$$G^{CG} = \text{diag}\{0, 0, 0, -z_bB, -z_bB, 0\},$$

$$G = H^T(r^b_g)G^{CG}H(r^b_g).$$

The bias estimation accounts for slowly varying forces, such as ocean currents, and
errors in the modeling.

### 2.4 Generalized Forces

The generalized forces acting on the ROV are mainly from the ocean current, the umbil-
ical, the manipulator and the thrusters. As seen in the process plant model in (2.20), the
forces from the ocean current are included in the equations of motion through the relative
velocity. Thus, only the model used for generating the ocean current velocity in a simu-
lation is explained here. A model for the propulsion forces is given in this section as it is
needed in the design of the control system.

The manipulator and umbilical forces can be dominating forces for some types of
operation or for larger deep water ROVs. However, these are complex forces to model, and
they are not included in the scope of the thesis. Previous work on ROV umbilical modeling
and interaction with ROV and surface vessel motions is found in [60]. A control system
for a thrust unit with cable is proposed in [79]. Modeling the ROV umbilical as lumped
masses is suggested in [24] and experimental result are found in [72]. The presented
models in the thesis are valid for a free swimming ROV where umbilical forces can be
neglected. This is assumed to be valid for ROVs with relatively light tethers operating in
shallow waters at low speeds.
2.4.1 Ocean Current Forces

The forces from the ocean current are included in the process plant model through the ocean current velocity in the body frame. In simulations, this is generated using a model of the ocean current speed and direction in the geographic reference frame, e.g. the NED frame.

The ocean current speed is \( V_c \) and it has vertical and horizontal direction \( \alpha_c \) and \( \beta_c \) in the \( \{n\} \) frame. The ocean current velocity vector in \( \{n\} \) is

\[
\nu_c^n = R_{y,\alpha_c}^T R_{z,-\beta_c}^T \begin{bmatrix} V_c \\ 0 \\ 0 \end{bmatrix}, \tag{2.48}
\]

where the rotation matrices are found from (2.10) with \( \alpha_c \) and \( -\beta_c \) as arguments.

Dynamics for \( V_c, \alpha_c \) and \( \beta_c \) can be added to obtain a slowly varying ocean current. A model suggested in [40] is to use a first order Gauss-Markov process as

\[
\dot{V}_c + \mu V_c = w, \tag{2.49}
\]
\[
\dot{\alpha}_c + \mu_{\alpha} \alpha_c = w_{\alpha}, \tag{2.50}
\]
\[
\dot{\beta}_c + \mu_{\beta} \beta_c = w_{\beta}, \tag{2.51}
\]

where \( \mu_i \geq 0 \) is a constant and \( w_i \) is Gaussian white noise.

The ocean current is transformed to the body frame before use in the process plant model as

\[
\nu_c = J^T(\eta) \nu_c^n, \tag{2.52}
\]

where the elements of \( \nu_c \) are given by (2.22).

2.4.2 Propulsion Forces

Most ROVs are fully actuated and can produce a force in any DOF by use of propellers. Each propulsion unit, with propeller and duct, is called a thruster. The thrusters used on the ROV Minerva are seen in Figure 2.3a and 2.3b which show the single and double side thrusters.

The forces produced by each thruster make up the total control force. However, the actual thrust is not easy to measure and must be estimated from a thruster model. The thruster dynamics are complex and errors in the thruster model affect the performance of higher level control as it is uncertain if the desired thrust vector \( \tau \) is produced. Thus, the actual control input is the revolution speed of the thrusters, and a mapping relating the revolution speed to thrust is needed. This section presents a model that relates the propeller revolution speed to thrust. However, the thrust also depends on flow velocity and conditions around the propeller. The performance of a single thruster in open water
is different from its performance when mounted on a vehicle. This is due to phenomena such as thruster-thruster interaction, flow patterns caused by the geometry of the ROV and equipment and other hydrodynamic effects. For details on thrust losses, see [84] and [78].

(a) Minerva’s single thruster.  
(b) Minerva’s double side thruster.  

Figure 2.3: Thrusters on ROV Minerva.

A basic model of thrust production from a single thruster is given by (2.53) as

\[ f = K_T(J) \rho D^4 n^2, \]  

where \( f \) is the thrust, \( K_T(J) \) is the thrust coefficient, \( \rho \) is the water density, \( D \) is propeller diameter, and \( n \) is the propeller revolution speed in revolutions per second (r/s) [87].

The thrust coefficient depends on the advance number \( J \) which is given as

\[ J = \frac{V_a}{nD}, \]  

where \( V_a \) is the inflow water velocity to the propeller. The thrust coefficient can be given in a four quadrant diagram to show the thruster performance in all operation conditions [103]. An open water test was conducted in the cavitation tunnel at Marintek, Trondheim by Martin Ludvigsen in 2005 for a thruster used on the ROV Minerva. The results were reported in [64] and the polynomials in (2.55) and (2.56) were found from curve fitting of experimental data for the 1st and 3rd quadrant, respectively.

\[ K_T(J)_1 = 0.5J^3 - 0.66J^2 - 0.25J + 0.24, \]  
\[ K_T(J)_3 = 0.025J^3 + 0.28J^2 - 0.17J - 0.15, \]  

For no ocean current, 1st quadrant corresponds to forward thrust while going forward, and 3rd quadrant is reverse thrust while going forward (stop). 2nd quadrant is forward...
thrust while going backwards, and 4th quadrant is reverse thrust while going backwards. The thrust coefficients for the 1st and 3rd quadrants are seen in the left plot in Figure 2.4. The right plot shows the produced thrust vs revolution speed for $J = 0$. That corresponds to a bollard pull case from maximum backwards thrust to maximum forward thrust. Note that the forward thrust is larger than the backward thrust.

The experimentally obtained thruster coefficients for the 2nd and 4th quadrant did not fit a nice polynomial. The water enters the propeller and duct first in these quadrants.

![Thruster Coefficients](image)

**Figure 2.4:** Thruster coefficients from open water tests.

It is difficult to assess the inflow velocity to each thruster as several thrusters are mounted on the ROV with different directions and flow interactions. As the ROV is a slowly moving vehicle, it is only the thruster coefficient for zero advance velocity, $K_T(0)$, that is used in the in the thruster allocation. However, different values are used for forward and backward thrust to capture the most important thruster characteristics. That is the right plot in Figure 2.4 is a typical mapping for propeller revolution speed to force used in the thruster allocation in this thesis.

It is noted that this simplification can result in a large difference between commanded thrust and actual thrust for parts of the operation. This is seen from the left plot in Figure 2.4. E.g. if $J = 0.5$, the produced thrust is merely a fraction of what the control system believes it is providing. This can degrade the performance of the high level control and calls for very robust controllers. The uncertainty of the produced thrust is in general a problem for control of all vehicles using propellers for propulsion. However, it is believed that $J \approx 0$ for most of ROV operations.

Other effects, such as reduced thrust due cross-flow and turbulence complicate the thrust mapping further. However, detailed thruster modeling is out of the scope for this thesis.
The Thrust Vector

The thrust produced by thruster no. \( i \) is \( f_i \) and is given by (2.53). The vector with thrust for \( r \) thrusters is

\[
f = [f_1 \ f_2 \ \ldots \ f_r]^T.
\] (2.57)

The total thruster force, in \( p \) DOFs, acting on the vehicle is

\[
\tau = Tf,
\] (2.58)

where \( T \in \mathbb{R}^{p \times r} \) is the thruster configuration matrix, which is a function of the thrusters position \( r_{ti/b} \) and azimuth and elevation angles, \( \alpha \) and \( \beta \), respectively. All with respect to the vehicle frame. The thruster configuration matrix is

\[
T = [t_1, t_2 \ldots, t_r],
\] (2.59)

where the column vectors corresponding to thruster \( i \), are calculated as

\[
t_i = \begin{bmatrix} I_{3 \times 3} \\ -S^T(r_{ti/b}) \end{bmatrix} R(\alpha, \beta) \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} f_i.
\] (2.60)

The rotation matrix from thruster axes to the vehicle frame is

\[
R(\alpha, \beta) = R_{z,\alpha} R_{y,\beta},
\] (2.61)

where the rotation matrices from the elevation and azimuth angles are

\[
R_{y,\beta} = \begin{bmatrix} \cos \beta & 0 & \sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & \cos \beta \end{bmatrix}, \quad
R_{z,\alpha} = \begin{bmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\] (2.62)

The azimuth and elevation angles are constant for fixed thrusters. This simplifies the thruster allocation problem as described next.

Thrust Allocation

The thrust vector \( \tau \), as in (2.58), is commanded by the control system and must be distributed to the individual thrusters. More precisely, the input \( u_i \) to each thruster must be calculated. Here, the final input is the revolution speed of each thruster. Eq. (2.58) is rewritten as
\[ \tau = TKu, \quad (2.63) \]

where \( K \in \mathbb{R}^{r \times r} \) is a diagonal matrix with thruster coefficients. \( K_i = K_T(J)pD^4 \)
and the elements of \( u \in \mathbb{R}^r \) is \( u_i = |n|n \), where \( n \) is the propeller revolution speed.

The thruster allocation problem is to solve (2.63) for \( u \) as

\[ u = K^{-1}T^{-1} \tau. \quad (2.64) \]

However, \( T \) may not be invertible. A common solution if \( r > p \) is to use the Moore-Penrose pseudo inverse as

\[ T^\dagger = T^\top (TT^\top)^{-1}, \quad (2.65) \]

\[ u = K^{-1}T^\dagger \tau, \quad (2.66) \]

where the revolution speed for each propeller is calculated from \( u \) as

\[ n_i = \text{sgn}(u_i) \sqrt{|u_i|}. \quad (2.67) \]

It should be noted that thruster saturation can cause problems. Thus, a thruster allocation method where DOFs can be prioritized is of interest. Heading is usually the most important DOF to control. Work on thruster allocation with DOF prioritization is found in [82]. A weighting function can be used in the allocation if certain thrusters should be prioritized, see [40]. Methods for thruster re-allocation are useful in case of thruster faults. However, this is not in the scope for this thesis.

### 2.5 Sensors

A ROV is a sensor platform for its navigation and payload instruments. A wide range of sensors can be mounted on a ROV. This section describes the most important sensors that are used for navigation. Measurements from these sensors are used in methods proposed later in this thesis.

#### 2.5.1 Sensor Description

Four common ROV sensors are seen in Figure 2.5. These are a transponder, which is the vehicle mounted part of the acoustic positioning system (APS), a DVL, an inertial measurement unit (IMU) and a pressure gauge. A brief description and specifications of the sensors packages are given in the following.
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Transponder

The transponder sends and receives signals from an APS in order to determine the transponder position. Information about underwater acoustic positioning systems are found in [75] and [99]. The APS outputs the \( x, y \) and \( z \) position coordinates of the transponder in \( \{n\} \). The APS update rate is about 0.3-1 Hz, depending on water depth, in a typical ROV mission using a HiPAP system (SSBL).

The accuracy and range depend on the acoustic frequency of the system. Higher acoustic frequency gives better accuracy, but reduces the range as short sound waves are attenuated more in water. Thus, high frequency acoustic positioning systems with long range requires lots of power, which also means large and costly equipment.

The performance of the acoustic positioning system can be described in terms of accuracy, precision and repeatability. Systematic errors inherent in the system, such as incorrect sound velocity, baseline lengths or bending/refraction of acoustic beams, can be allowed for by careful calibration. A system with small systematic errors has high accuracy.

Random errors caused by frequently and unknown variations in the environment or equipment, such as tidal currents and ship noise, are difficult to predict as they can only be described in statistical terms. A system with small random errors has high precision.

A system that can return to a selected point with high level of confidence has high repeatability. Repeatability is the most important performance index for use in ROV control systems.

There are 3 main methods for underwater acoustic positioning; super short baseline (SSBL), short baseline (SBL) and long baseline (LBL).

SSBL uses range and angle (phase) measurements from a single multi element transducer in order to calculate the transponder position. Figure 2.6a shows the SSBL system with a hull mounted multi element transducer and a transponder at the sea floor. The Kongsberg HiPAP 500, used on RV Gunnerus, is a SSBL system with positioning accuracy of 0.2% of the range according to the manufacturer. The maximum range is 4000 m for this system.

SBL requires a minimum of 3 hull mounted transducers. A transponder is placed relative to the vessel, and range and angle measurements between the transducers and transponder is used to calculate the relative position of the transponder and vessel. Figure 2.6b shows the principle with baselines between the ship mounted transducers.

LBL is based on range measurements only. The ROV mounted transducer position
is calculated relative to a calibrated array of transponders. Figure 2.6c shows a semi-submersible positioned by a LBL system.

![Diagram of underwater acoustic positioning methods: SSBL, SBL and LBL](image)

Figure 2.6: Underwater acoustic positioning methods: SSBL, SBL and LBL (Courtesy of Kongsberg Maritime).

The standard deviation of the position error can be in order of meters for deep waters. The APS should be calibrated for the sound velocity profile of the water column by conductivity, temperature and depth (CTD) or direct sound velocity measurements.

**DVL**

The DVL uses the Doppler shift in the echo of the acoustic signal sent from the 4 transducer heads to calculate the velocity vector of the DVL w.r.t the sea floor or the water column. Principals of operation are found in [46]. The DVL outputs 3-DOF velocity measurements \( u, v, w \) in the DVL frame. A typical 600 kHz DVL has bottom track range from 0.7 m to 90 m with standard deviation of 0.3 cm/s at 1 m/s. Maximum ping rate is 7 Hz.

**IMU**

A 9-DOF IMU has 3 accelerometers, 3 gyroscopes and 3 magnetometers. This is used to measure the 3-DOF accelerations, turn rates and the magnetic field components. Recent advances in MEMS technology have resulted in high accuracy, small and inexpensive IMU units. These are well suited for use in smaller vehicles. More accurate IMUs based on fiber optical gyroscopes (FOG) or ring laser gyroscopes (RLG) have north-seeking
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capability and do not need magnetometers to find the heading. However, these IMUs are bigger and more expensive than MEMS based IMUs, which are used on the NTNU ROVs. A typical IMU has update rate of 100-1000 Hz, which is much faster than the APS and the DVL. Although the accuracy of the MEMS sensors is improving, there is still a challenge with gyroscope and accelerometer drift and noise. The magnetometers must be calibrated for soft and hard iron effects after the IMU is mounted on a vehicle. Some magnetometer calibration methods that require only magnetometer data are given in [74], [45], [42] and [98].

Pressure Gauge

The pressure gauge is used to calculate the depth from a measured pressure. The accuracy of a high end sensor is typically 0.01% of full scale (FS) with resolution of 0.001% FS. Maximum update rate is around 8 Hz for most high end sensors. Note that the accuracy of the depth conversion also depends on the distribution of the density in the water column above the vehicle. The depth is also given by the acoustic positioning system, but the accuracy, resolution and update rate of the pressure gauge is superior to any APS.

2.5.2 Setup

Figure 2.7 shows the ROV fixed coordinate system \( \{b\} \) and the outline of the ROV as a dashed box. The position of the sensor packages relative to the CO of the ROV fixed frame are given by the vectors \( r_{tp/b}^b \), \( r_{dvl/b}^b \), \( r_{imu/b}^b \) and \( r_{pg/b}^b \) for the transponder, DVL, IMU and pressure gauge, respectively. The DVL and IMU output vector measurements in their own sensor frames \( \{d\} \) and \( \{m\} \). The orientation of \( \{d\} \) and \( \{m\} \) w.r.t \( \{b\} \) is \( \Theta_{bd} \) and \( \Theta_{bm} \), respectively.

The orientation of \( \{d\} \) w.r.t \( \{m\} \) is \( \Theta_{md} \), and this is constant after the DVL and IMU are mounted on the vehicle. However, it is difficult to measure the orientation \( \Theta_{md} \) exactly. The alignment errors of the DVL and IMU can be a source of error in the navigation system. A calibration should be done to obtain \( \Theta_{md} \) with sufficient accuracy. There are calibration methods that require additional position measurements, such as in [57], and others who need only IMU and DVL measurements with sufficient movement to obtain the orientation \( \Theta_{md} \). See the calibration methods in [95] and [98]. In practice, it is also difficult to measure the positions of the sensor packages exactly. This is another error source that will affect the performance of the navigation system.

It is sometimes useful to express observer equations in the IMU frame. The position of the other sensors relative to the IMU, in \( \{m\} \), are needed. These are noted \( r_{tp/m}^m \), \( r_{dvl/m}^m \) and \( r_{pg/m}^m \) for the transponder, DVL, and pressure gauge, respectively, see (2.68), (2.69) and (2.70).

\[
\begin{align*}
    r_{tp/m}^m &= R_b^m (\Theta_{bm}) (r_{tp/b}^b - r_{imu/b}^b), \\
    r_{dvl/m}^m &= R_b^m (\Theta_{bm}) (r_{dvl/b}^b - r_{imu/b}^b), \\
    r_{pg/m}^m &= R_b^m (\Theta_{bm}) (r_{pg/b}^b - r_{imu/b}^b),
\end{align*}
\]
where $R^m_b(\Theta_{bm}) \in \mathbb{R}^{3 \times 3}$ is the rotation matrix from $\{b\}$ to $\{m\}$.

### 2.5.3 Measurements

The sensors are placed and aligned in different positions on the ROV. Thus, all measurements must be transformed to the CO or another common origin of interest in order to provide complementary information. The equations describing these translations and transformations are given in the following. The measurement equations are also used to simulate sensor measurements in computer simulations.

**IMU**

The measurement equations for the IMU are given by (2.71), (2.72) and (2.73) for the accelerometers, gyroscopes and magnetometers, respectively. These equations are given in terms of states in the IMU frame.

\[
\begin{align*}
\mathbf{a}_{imu}^m &= \mathbf{v}_{m/e}^m + \mathbf{\omega}_{m/i}^m \times \mathbf{v}_{m/e}^m + R_{n}^m (\mathbf{\omega}_{e/i}^n + \mathbf{\omega}_{n/e}^n) \times \mathbf{v}_{m/e}^m - R_{n}^m g_{i}^n + \mathbf{b}_{acc}^m + \mathbf{w}_{acc}^m, \\
\mathbf{\omega}_{imu}^m &= \mathbf{\omega}_{m/n}^m + R_{n}^m (\mathbf{\omega}_{e/i}^n + \mathbf{\omega}_{n/e}^n) + \mathbf{b}_{gyro}^m + \mathbf{w}_{gyro}^m, \quad (2.71) \\
\mathbf{m}_{imu}^m &= R_{n}^m R_{e}^m \mathbf{m}^e + \mathbf{b}_{mag}^m + \mathbf{w}_{mag}^m, \quad (2.73)
\end{align*}
\]

where $\mathbf{a}_{imu}^m \in \mathbb{R}^3$ is the measured acceleration vector in $\{m\}$, $\mathbf{b}_{acc}^m$ is the accelerometer bias vector, and $\mathbf{w}_{acc}^m$ is the accelerometer noise vector.
\( \omega_{imu}^m \in \mathbb{R}^3 \) is the measured turn rate vector of the IMU, \( b_{gyro}^n \) is the gyroscope bias vector and \( w_{gyro}^m \) is the gyroscope noise vector.

\( m_{imu}^m \in \mathbb{R}^3 \) is the measured magnetic field vector in \( \{m\} \), \( m^e \) is the true magnetic field vector in \( \{e\} \), \( b_{mag}^m \) is the magnetometer bias vector and \( w_{mag}^m \) is the magnetometer noise vector.

The IMU measurement equations in terms of states in the vehicle frame, \( \{b\} \) are given by (2.74), (2.75) and (2.76). This model is used to simulate IMU measurements from motions of the ROV in \( \{b\} \).

\[
\begin{align*}
a_{imu}^m &= R_b^m (v_{b/e}^b + \omega_{b/e}^b \times v_{b/e}^b + \omega_{imu/b}^b + \omega_{b/n}^b \times (\omega_{b/n}^b \times r_{imu/b}^b)) \\
&\quad + R_n^b (\omega_{e/i}^n + \omega_{n/e}^n) \times v_{b/e}^b - R_n^b g_i^b) + b_{acc}^m + w_{acc}^m. \quad (2.74) \\
\omega_{imu}^m &= R_b^m (\omega_{b/e}^b + R_n^b (\omega_{e/i}^n + \omega_{n/e}^n)) + b_{gyro}^m + w_{gyro}^m, \quad (2.75) \\
m_{imu}^m &= R_b^m R_n^b m^e + b_{mag}^m + w_{mag}^m. \quad (2.76)
\end{align*}
\]

where it is noted that different sampling rates are also included in the sensor models in simulations.

DVL

The measurement equations for the DVL are given by (2.77) as

\[
v_{d/e}^d = R_b^d (\Theta_{bd}) (v_{b/n}^b + \omega_{b/n}^b \times r_{dvl/b}^b) + w_{dvl}^d. \quad (2.77)
\]

\( v_{d/e}^d \in \mathbb{R}^3 \) is the measured velocity in \( \{d\} \), and \( w_{dvl}^d \) is the DVL noise. Eq. (2.77) is used as is for sensor simulation and must be solved for \( v_{b/n}^b \) for use in the control system.

Transponder

The measurement equation for the transponder is given by (2.78) as

\[
p_{tp/n}^n = p_{b/n}^n + R_b^n (\Theta_{nb}) r_{tp/b}^b + w_{tp}^n. \quad (2.78)
\]

where \( p_{tp/n}^n \in \mathbb{R}^3 \) is the measured transponder position in \( \{n\} \), \( p_{b/n}^n \) is the ROV position and \( w_{tp}^n \) is the APS noise. Eq. (2.78) is used as is for sensor simulation and must be solved for \( p_{b/n}^n \) for use in the control system.

Pressure Gauge

The measurement equations for the pressure gauge are given by (2.79) and (2.80).

\[
\begin{align*}
p_{pg}^n &= p_{atm} + \rho g z_{pg/n}^n + w_{pg}^n; \quad (2.79) \\
z_{pg/n}^n &= z_{b/n}^n + [0 \ 0 \ 1] R_b^n (\Theta_{nb}) r_{pg/b}.
\end{align*}
\]
where $p_{pg} \in \mathbb{R}$ is the measured pressure, $p_{atm}$ is the atmospheric pressure at the surface, $\rho$ is the water density, $g$ is the acceleration of gravity, $z_{pg/n}$ is the depth of the pressure gauge, and $w_{pg}$ is the PG noise. $z_{b/n}$ is the depth of the ROV. Eq. (2.79) is only valid for constant water density throughout the water column. For real implementations, more refined measurement equations for converting pressure to depth should be used, e.g. the depth conversion formula in [39]. Eq. (2.80) is used as is for sensor simulation and must be solved for $z_{b/n}$ for use in the control system.
Chapter 3

Development of a ROV Motion Control System

A motion control system for ROVs has been developed, implemented and tested as part of the work with this thesis. This work has been done in collaboration with other PhD candidates and MSc students as a vital part of the specialization in marine control systems and underwater technology at NTNU. The author has had the main responsibility, together with postdoc Martin Ludvigsen and by supervision of prof. Asgeir J. Sørensen, of putting everything together. This chapter presents the design of the motion control system architecture, software development and the motion control software.

3.1 Introduction

The motion control system software has been tested regularly in the period from the spring of 2010 on cruises with the RV Gunnerus in the Trondheimsfjord, see Figure 3.1a. The control system has gone through an evolution where more advanced functions have been added and the user experience improved. This chapter does not go into every detail of the development, but it provides some insight to how the program is structured and what it can do.

Tremendous work has been done on developing the motion control system and software. This work includes logic, exception handling, drivers, GUI, communication, testing, de-bugging, etc. The implementation of the scientific contributions such as a certain controller or observer algorithm usually only takes a few lines of code. In addition to software development, lots of time has been spent on tinkering with the ROV and hardware itself, see Figure 3.1b.

3.1.1 Objectives

The main objectives for automation of station keeping and maneuvering functions of ROV operations are related to the keywords

- safety, performance, consistency, time and cost,
where safety can be increased due to reduced human errors and higher precision motion control. A work task can be done with higher accuracy and increased performance. Tasks can be done over and over again with the same performance, they can be done faster than with a pilot, and the duration is the same every time so planning an operation is easy.

The more specific objectives for the motion control system presented here are given in the following.

**Testbed for control algorithms**

For PhD candidates and MSc students the motion control system works as a test bed. That is, it should be easy to implement and test new algorithms in order to obtain experimental results verifying new controller designs. These result are used in publications and support the theory developed. The motion control system works as a frame work, and only a small module needs to be changed in order to get new experimental results demonstrating and verifying the performance of a specific theoretical contribution.

**Add value to ocean sciences**

Ocean science research fields such as marine biology, archeology, oceanography and geology use ROVs as tools and sensor platforms to gather new knowledge in their respective areas. A goal is that researchers from interdisciplinary fields will also benefit from the functions provided by the motion control system. That is, due to the motion control system, new results can be discovered in other research fields as well. E.g. the ROV can track a given transect several times with high accuracy, year after year using automated functions. This gives accurate observations in both space and time which is useful for
mapping and monitoring environments such as coral reefs and kelp forests, and to learn about the life in these habitats.

3.1.2 Work Process & Methods

The start with development of the ROV motion control system at NTNU goes back to 2004, just after the ROV Minerva was acquired. The early work was mostly on modeling of hydrodynamics and thrusters for use in a future motion control system. Several tests were conducted at the Marintek laboratories with both a small scale model of Minerva and open water tests of the thrusters. These tests were conducted by then MSc students Martin Ludvigsen and Øyvind Ødegård. Results are given in [61], [62], [64], [63], and [65].

A motion control system was designed as part of Svendby’s MSc thesis in 2007. The goal was to make the ROV Minerva follow a predefined lawn mower pattern while maintaining constant distance to the sea floor. He reports in [91] that the simulation results were good, but the performance in the experiments was less satisfactory although the ROV reached the predefined way-points. The depth control showed the best performance, but it was not sufficient for use in maintaining a constant distance to the sea floor. However, with only two days of testing and challenges with measurements and technicalities, this was a good start.

The work of Svenby was continued by Kirkeby and Lysdahl in 2010 and results are presented in their MSc thesis [58], [66]. They improved the software made by Svendby in Matlab and were able to perform station keeping and short A to B moves for ROV Minerva in a sea trial in the spring of 2010. However, the motion control system had few functions besides station keeping in the beginning. Raw measurements were used in the controller and little could be changed by the user in real-time.

A push was done to develop the motion control system in the fall of 2010. The author was engaged as PhD with teaching assistance duties and took over the responsibility of development, implementation and testing. The hardware and software platforms for implementation were changed from PC and Matlab to compactRIO and LabVIEW. Several MSc students joined the team and contributed with code development and testing. From the fall of 2010 test cruises with RV Gunnerus and ROV Minerva became regular, almost two days every second month. The ROVs and team were included in AUR-Lab (Applied Underwater Robotics Laboratory) when it opened in 2011. The work related to developing the motion control system was most intensive in periods before cruises. A hardware-in-the-loop (HIL) simulator was made to enable testing and de-bugging before sea trial with an actual ROV.

The number of functions and options in the motion control system quickly expanded and controllers from [58] and guidance system from [59] became default functions in the system. It did not take long time and efforts before tracking of lawn mower patterns were possible.

The control software was restructured with object-oriented LabVIEW in 2012 in order to implement the motion control system on the ROV 30 k as well.

From 2011 the motion control system has been used as a tool for marine biologists
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and archeologists. The motion control system has been used to systematically survey coral reefs, sea bed and ship wrecks while gathering data from cameras and other sensors. It has also been used to conduct surveys of pipelines for the oil & gas industry at Nyhamna. Not surprisingly, the lesson learned from using the motion control system in collaboration with biologists, and other non technical users, is that only well proven automated motion control functions should be used when the motion control system serves as a tool. That is, cruises for motion control system development and testing should be separated from cruises where the main objective is to gather information or samples for other research fields.

In the fall of 2013 an acoustic positioning system (LBL) network was installed outside Trondheim biological station where the ROVs are stored. This has enabled deployment of the ROVs from the quay with position feedback. Thus, testing can be done without the surface vessel and crew. This makes testing more available and will hopefully boost the development of the motion control system in the future.

A timeline showing the evolution of the motion control system is seen in Figure 3.2. The left plot with trajectories shows the first DP maneuvers with ROV Minerva in 2010. The ROV Minerva is seen under the opening of the AUR-Lab in 2011, when the Norwegian minister of trade, Trond Giske, opened the laboratory by cutting a subsea ribbon with the manipulator.

Figure 3.2: ROV motion control system timeline.
3.2 Motion Control System Architecture

The main architecture of the ROV motion control system is adopted from the architecture used by common DP systems for ships. The blocks and connections that make up the motion control system are seen in Figure 3.3. The motion control system gets input from sensors, commands from an operator, and outputs desired revolution speeds for each thruster. Each thruster has a low level controller that regulates the revolution speed correspondingly. Details about the motion control system blocks and signal flow are given in the following. An early version of the motion control system and functions is published in [25] and [88].

Figure 3.3: Control motion system architecture (Courtesy of Mauro Candeloro).
3.2.1 ROV Operation Modes and Functions

The automated motion control functions and modes that are implemented in the motion control system are described in the following.

Station Keeping

The most basic automated operation mode is station keeping. All 4 DOFs in the workspace are under set-point regulation to maintain a fixed position and heading. The guidance system outputs a constant reference state to the controller.

AtB

In maneuvers where the ROV goes from position A to position B (AtB), the guidance system must output a desired trajectory that can be tracked by the vehicle. Changes in heading is also considered as an AtB maneuver since heading is part of the generalized position $\eta$. The move is obtained with a reference model. The new position is an input to the reference model which calculates the desired path. A new reference model, that aim at being simple as possible, is proposed in Chapter 5.1. The constant "jerk" reference model is the default reference model for AtB moves. Other alternatives, such as filter based reference models, are also available in the developed motion control system.

Tracking

Trajectory tracking and path following of predefined paths are useful features. In trajectory tracking the desired positions have time constraints as well. These typically come from a set desired cruise speed before the operator starts the mission. Another mode, which has been tested, is path following with manual speed control. The ROV is controlled automatically to be on a desired path, but the surge speed is manually commanded by the operator.

The reference models in AtB moves can be used in tracking as well when a waypoint management system automatically gives inputs to the reference models. Another alternative is Line-of-sight (LOS) for fully actuated vehicles, where the direction of the desired velocity is controlled so the ROV follows a path between way-points. For LOS, the output of the guidance system is a desired velocity and heading. The proposed LOS is found in Chapter 5.2.

Joystick in Closed-loop Control

In this mode, the guidance system produces desired trajectories, velocities or thrust based on the joystick commands. The closed-loop motion control system can be used to compensate for external forces and ROV dynamics. The guidance system interacts with the operator continuously. Quick reactions to commands are important as a human is in the feedback loop. Proposed methods for joystick in closed-loop control and experimental results are given in Chapter 5.3.
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Altitude Control/Terrain Following

In altitude control or terrain following, the guidance system produce a desired trajectory from sensor inputs. This is fundamentally different from the other modes where the path is either pre-defined or commanded by an operator. E.g. the desired depth generated as the ROV moves over varying terrain in altitude control is a function of sensor measurements reading the distance to the sea floor and slope. Altitude control is obtained without prior knowledge of the terrain. Thus, this mode is closer to autonomous operation than automated. Work and contributions on altitude control and terrain following is given in Chapter 6.

3.2.2 Modules

The main loop in the high level motion control system consists of signal processing, observer, controller and thruster allocation blocks. The controller action is decided by the guidance system, and the operator can select the modes in the guidance system via a graphical user interface (GUI) on a computer. Each of the blocks are explained in the following.

Signal Processing

The role of the signal processing block is to take in readings from all sensors and provide the observer with time stamped measurements in a common reference frame. In this process the quality and validity of the sensors must be checked so bad sensor readings are discarded. Filtering of signals may also be needed. Signal processing is a field on its own and it is out the scope of the thesis to provide new methods here. The signal processing implemented on the motion control system includes checking of wild points, signal range and variance. Change detection methods have been studied by other MSc students and tested in the motion control system, [89]. Improvements in dynamic settings of alarm limits, redundancy handling, diagnosis and change detection are topics for further research.

Observer

The task of the observer is to take in processed measurements and output smooth and accurate position and velocity (states) estimates to the controller. Even if the sensors have slow update rates, periods without measurements or the measurements are noisy, the observer must still provide state estimates with sufficient update rate and accuracy required for the dynamics of the vehicle to be controlled. Medium sized ROVs are fairly slow, so update rate to the controller of about 5-10 Hz is usually fast enough. However, the observer itself may run at a higher frequency if a model of the dynamics is used to predict the states or if some measurements are available at a faster rate.

Several types of observers have been tested in the motion control system. The default observer is a model-based Kalman filter. However, the attitude is estimated from the IMU measurements using an explicit complementary filter (ECF).
Controller

The controller gets the desired states to be tracked from the guidance system. The state error is calculated as the difference between the estimated and desired states. The control output $\tau$ is calculated based on the state error and feed forward from the desired states. A number of algorithms can be used to produce the final output $\tau$, and these are referred to as control laws. The default control law in the system is a type of proportional, integral derivative (PID) law with feedforward terms. Other laws, such as sliding mode, have also been tested.

Thruster allocation

The control force $\tau$ must be distributed to the thrusters. The process of calculating the needed thrust of each actuator in order to obtain a total control force $\tau$ acting in the CO is called thruster allocation. However, the output of the thruster allocation here is the revolution speed of each propeller. The mapping method between revolution speed and thrust as described in Chapter 2.4.2 is used. Note that the NTNU ROVs, which the motion control system was designed for are fully actuated in their 4 DOF workspace and that all thrusters are fixed. Fixed thrusters simplifies the thruster allocation as the distribution of thrust is a geometrical task only. However, more advanced methods are needed in order to deal with thruster faults and saturation.

Guidance

The guidance system produces desired states to the controller. A number of different algorithms can be run in the guidance block depending on the task given by the operator. Typical laws that run in the guidance block are reference models that produce smooth trajectories between way-points that the ROV is able to follow. Thus, the guidance system must consider the dynamic limitations of the vehicle to calculate feasible desired trajectories. However, it also uses feedback from the estimated states to automatically change the guidance commands if the ROV is unable to follow the desired path.

The guidance system is the highest level in the motion control system and interfaces the operator via a GUI.

3.2.3 Signal Flow

The signal flow from sensors on the ROV, and between different hardware in the motion control system are shown in Figure 3.4. Note that the absolute position of the ROV is given by the HiPAP (acoustic positioning system) which uses GPS and ship gyroscopes to calculate the position of the ROV transponder in the NED frame. The interface between the HiPAP system and the ROV motion control system can go via the commercial survey software NaviPac, as seen in Figure 3.4, or directly into the motion control system running on the compact RIO. The same goes for the other instruments, which can go through NaviPac as seen, or directly to the cRIO.
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The NaviPac was used in the early stages of development to collect data from instruments and output a message to the motion control system on the cRIO. NaviPac provides drivers for typical instruments and part of the signal processing can be done here. In order to have more direct control of the sensors, drivers for instruments, such as the DVL and IMU, have been made for the cRIO.

The switch seen to the left in Figure 3.4 is used to select the commander in charge of the ROV. The ROV can be controlled with the original command console or with the developed motion control system on the cRIO. In addition to thrust, the commander in charge controls all signals to the ROV such as instrument power switches, lights, cameras, manipulators etc. However, this thesis focuses on the motion control aspects. If something goes wrong in the motion control system, which can happen during development, it is easy and quick to switch back to the original manual mode of operation. Thus, there is little risk in trying new control solutions due to this safe fallback option.

The operator interfaces the motion control system via a host computer and joystick. Commands are given via the GUI, and tuning of controllers and observers can be done in real-time if needed. The GUI provides the operator with information about the ROV position and velocity, and the conditions of installed sensors and instruments.

3.2.4 Levels of Autonomy

The operator of a ROV with automated functions can use different levels of vehicle control. Some autonomy levels for the ROV motion control system are shown and described in Table 3.1. In general, the level of autonomy is set by the mission complexity, the environmental difficulty and human independence. A scale with autonomy levels from 1-10 for unmanned systems is given in [55]. Another qualitative scale with 4 levels of autonomy is given in [5]. However, it is difficult to make a single scale for levels of autonomy that suits every type of vehicle and operation.

In the most basic manual mode, the operator has direct control of each thruster. It is challenging to just keep the ROV stationary in presence of ocean currents in this mode. Controlling 4 or more thrusters simultaneously while fighting external forces is not an easy job for a pilot. Using a joystick with thruster allocation, so the pilot controls each DOF instead of thrusters, will improve the performance considerably. However, the pilot must still compensate for external forces and vehicle dynamics, and station keeping requires constant focus and a skilled pilot.

The other extreme, regarding level of human interaction, is complete autonomy. In this mode of control the operator assigns a task and the vehicle performs it autonomously without further instructions from the pilot. E.g. the pilot shows a picture of a coral and tells the ROV to find it and bring it back home. The ROV starts the mission and performs the search and route planning on its own, finds the coral, picks it up and delivers it without any interaction from the operator. This is way beyond the current state of the motion control system presented here. However, there are several other automated functions at different levels of human interaction that can greatly enhance the efficiency of underwater operations as described in Section 3.2.1.

Way-point tracking with terrain following is an example of a mode that is included in
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Figure 3.4: Signal flow in the motion control system.

The operator specifies a list of way-points, cruise speed and distance above the sea floor. Then the ROV moves automatically from way-point to way-point while maintaining the desired altitude despite ocean currents and unknown terrain geometry. The operator does not interact in the vehicle control, but monitors the data from cameras and sensors. If the operator sees something interesting or if the ROV gets into trouble, he must interact and give new instructions to the ROV. However, in this mode
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Table 3.1: Autonomy levels of the ROV motion control system.

<table>
<thead>
<tr>
<th>Level</th>
<th>Intervention time</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remotely controlled</td>
<td>cont.</td>
<td>Direct thruster control or TA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pilot compensates for dynamics</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pilot compensates for environmental forces</td>
</tr>
<tr>
<td>Operator guided</td>
<td>cont.</td>
<td>Ctrl system compensates for dynamics</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ctrl system compensates for env. forces</td>
</tr>
<tr>
<td>Supervised</td>
<td>min-hrs</td>
<td>DP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AtB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tracking</td>
</tr>
<tr>
<td>Mission Control</td>
<td>hrs-days</td>
<td>Terrain following</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Collision/obstacle avoidance</td>
</tr>
<tr>
<td>Autonomous</td>
<td>days-yrs</td>
<td>Mission objective</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Artificial intelligence</td>
</tr>
</tbody>
</table>

the operator is a supervisor rather than pilot. At this level, the operator’s skills are not assessed based on his ability to maneuver the vehicle, but on what data and information he gets from the use of the ROV. Thus, this work can be regarded as a step towards autonomy.

3.3 Software Development

The software development for the ROV motion control system has been a learning by doing experience and many of the early solutions and implementations would have been unheard of today. Thus, there has been some progress. LabVIEW was selected as the software development environment as it is easy to learn and fast to implement new code. Students not too familiar with programming and software development can contribute with code to the project. The author had limited experience with software development before this project. However, much experience and skills have been gained in the process of making the motion control system.

The software was developed in a collaboration with other PhD candidates and MSc students. Each member was assigned a task such as writing a function with specified input and outputs. Then new code was included in the main software by the author and tested and de-bugged together with the contributor if needed. The tool for this was the hardware-in-the-loop (HIL) testing. If the code ran with sufficient performance in HIL tests, it was ready for use in sea trials.

Planning and structure suffered as more and more advanced functions were added by myself and other programmers whenever something seemed to be nice to have. Different programming styles and various levels of documentation resulted in a difficult to maintain, and impossible to improve software. This called for a change and a MSc student with computer background restructured the software as part of his thesis [94].

The new main software was object-oriented, it eliminated hard coding, and reduced
the complexity of logic from the previous solution. The main philosophy was to keep the software as modular as possible and it should be easy to adapt the motion control system to other ROVs with different sensors and actuators. The software builds on the motion control system architecture.

3.3.1 Specifications, Tasks & Functionality

A detailed specification of the software is needed to avoid ad-hoc solutions, endless adding of "nice to have" functions and temporary quick-fixes becoming permanent solutions. However, some flexibility to incorporate new functionality in the future must be included in the design.

The way the software was designed was to start with identifying the tasks, then specify the needed functions and interactions. An example task could be to run the ROV in a lawn mower pattern from a way-point list. Another task could be to use a joystick in closed-loop control to operate the ROV. The interface to the user is different in these tasks, but lots of the same code run under the bonnet in both cases. Thus, for every task, it must be specified what parameters the user can change and what information will be presented. E.g. the lawn mower pattern is generated from a way-point list where the way-points are read for a file, added manually by clicking in a map or punching in coordinates, or generated from a function where the user enters parameters such as number, direction and length of lines. Nevertheless, all these top level functions results in a way-point list which is executed by the way-point management system which again calls the needed reference models.

The division of the software into several levels enables reuse of code and makes it easy to implement new top level functions, which gives added functionality of the ROV. The design process of the software system is about identifying these levels and the interaction between software modules. In this design it was a top down approach where the steps needed started from the ROV task and then specifying each underlying module.

3.3.2 Software & Hardware Platforms

The software for GUI and control runs on the host computer and the compactRIO. The cRIO is a real-time controller with I/O modules. A cRIO is seen Figure 3.5b and LabVIEW, which is a graphical programming language, is illustrated in Figure 3.5a.

LabVIEW

LabVIEW is a graphical programming language, but Matlab code can be used for tasks that are not suited for graphical programming, such as lengthy algorithms. As most students are familiar with Matlab, this reduces the development time further. It is especially fast to develop custom GUls. Also, LabVIEW is used to program the cRIO.
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![LabVIEW graphical programming language.](image1) ![compact RIO real-time controller.](image2)

Figure 3.5: LabVIEW and cRIO.

CompactRIO

The compactRIO is a reconfigurable embedded control and acquisition system. It consists of a real-time controller, a field programmable gate array (FPGA) and I/O modules. The I/O modules can be changed depending on the application. The ROV motion control system uses serial communication modules (RS-232) to get input from the sensors and to send control commands to the ROV. The cRIO communicates with a host PC via TCP/IP or UDP as it is connected to the PC or a network with an Ethernet cable. Messages on the network, such as position measurements from the acoustic positioning system, can be read via UDP.

3.3.3 Object-Oriented Programming

Object-oriented programming in LabVIEW is used in the motion control system software. One advantage of using object-oriented programming is reduced complexity in logic as polymorphic functions are used. E.g. switching between two observers is seamless as the observer is a polymorphic function which calls an instance of the observer class.

Programming in LabVIEW can easily result in spaghetti code where lines are going everywhere. This is considerably simplified using LabVIEW object-oriented programming where there is a main bus and the needed data is accessed with read and write functions.

A main feature using object-oriented programming is that the software architecture resembles the motion control system architecture seen in Figure 3.3 and 3.4.

Supervisor

The software contains a supervisor class where the data members carry information about the system and properties. Communication between different modules and classes is done through the supervisor class which keeps track of everything that is going on in the system. It is also the interface to the GUI software, e.g. if new controller settings are entered in the
GUI, then it is the supervisor who brings the message to the controller or other modules that need the information.

Classes

A class is constructed for each of the physical objects on the ROV, such as sensors and actuators. E.g. the DVL is an object in the sensor class. This makes the software modular by design, and adding or changing a sensor is easy. Classes are also made for each of the blocks in the motion control system architecture. E.g. the observer class contains several observer objects, such as implementations of a Kalman filter or an ECF.

3.3.4 Software Product

The main software product consists of two programs, the control software and the GUI software. Some features of these are described next.

Motion Control System

The motion control system is called Njord. It contains all blocks above the GUI block in Figure 3.3. The classes for sensors, actuators and vessels are also included here. When the motion control system is used on a new ROV, this is done by modifying the configuration file which contains information about the ROV parameters, sensors, thrusters, etc. The configuration file is read and the data members in the different classes are assigned the proper values. This works as long as the new ROV use the same type of sensors that are included in the sensor class. The same goes for thruster types and any other physical object that has a corresponding class in the motion control system. The motion control system can not be used directly on a ROV with azimuth thrusters as there is no object in the thruster allocation class that accounts for this in the current version. However, a ROV with different numbers of thrusters, mounting and direction is no problem as the respective thruster configuration matrices are made from the input in the configuration file.

Adding new sensors may require some more work if the corresponding driver is not available. However, the bank of available instruments increases as the motion control system is used with new sensors as the drivers are stored in the system and can be used again if included in the configuration file.

GUI

The GUI also got a major upgrade after converting to object-oriented programming. The GUI software is called Frigg. In the previous version lots of advanced settings, such as observer and controller tuning parameters, were directly available to the user and too much data was displayed. This made it difficult for a new user to separate the important data from advanced details. This was also true for the experienced developer if he had not been using the program for a while. Thus, the developers had to reconsider what information they actually needed and which functions they used the most. Based on this
reconsideration, the new GUI was designed with emphasis on being minimal and only data and options for the current mode should be available to the user.

An example of the GUI in tracking mode is seen in Figure 3.6. A map with the ROV is seen in the center where the red line is the trace and the blue line is the pattern to be tracked. Options related to the ROV motion is to the left, where the user can enter new way-points, change the speed, pause the ROV, etc. Alarms are given above the map and light, cameras and other tools are controlled via the control panel to the right. Advanced plots or options are accessed via the tool menu in the upper left corner. E.g. different terms in the control law can be shown in a separate plot, and the control law parameters can be set in a pop-up window.

3.4 Hardware-in-the-Loop Testing

The HIL testing has been very important in the development of the system. The idea with the HIL test is that every aspect of the motion control system should be the same as in actual sea trials. The only difference is that the motion control system sends and receives signals to a computer, running a mathematical model of the ROV as described in Chapter 2, instead of to a ROV. The signals are sent via serial communication or UDP from the cRIO as they are in the sea trials. Going from HIL test to sea trial is just a matter of unplugging the cables from the simulation computer and hook them up to the ROV.

All sensors are also simulated and their output protocols and formats are identical to the real sensors. Thus, HIL is also a test to check if all technicalities, such as instrument
drivers, work in the motion control system. Before a new instrument is to be deployed, the instrument with corresponding protocols and interface can be simulated based on the specifications given by the manufacturer. When the instrument arrives, it has already been tested in the motion control system (HIL) and time to sea trial readiness is reduced.

If the system runs fine in a HIL test, it is likely to succeed in sea trials. However, aspects that are not included in the simulation model can result in surprises during sea trials.
Chapter 4

Underwater Navigation

Underwater navigation may be the most important problem that needs to be solved in order to have more automated or autonomous underwater vehicles. Navigation, in this thesis, is the process of finding the position, velocity and attitude (PVA) of a vehicle in a given reference frame.

A major challenge is that there is no global positioning system that works under water. However, several other means of finding the position are available. Some submarines use INS which are based on large mechanical gyroscopes and accelerometers. The turn rate is integrated once to find the attitude. The acceleration, resolved in the reference frame, is integrated twice to find the position. This requires that the initial attitude and position are known, but after initialization, the INS is a self-contained system that does not rely on any external observations or measurements. However, the size and cost of these systems make them unsuitable for ROVs.

Gyroscopes and accelerometers based on other technologies, such as fiber optics and micro electromechanical systems, are much smaller and cheaper than their mechanical cousins. These are still less accurate than the mechanical solutions and the position estimates will drift-off. However, these systems can be strapped down to the vehicle. Hence, the name strapdown inertial navigation is used for systems relying on these sensors. To reduce the drift-off, such navigation systems must receive periodically position measurements from an external source. Some underwater vehicles can go to the surface to get a position fix from the GPS. This is used to correct or aid the navigation system. Hence, the name aided inertial navigation is used for such solutions.

If a velocity measurement is available, this can be resolved in the reference frame and integrated once to find the position. Determination of position without explicit position measurements, from integration of velocity or acceleration, is called dead-reckoning. Underwater vehicles use a DVL to measure the velocity relative to the sea floor or water. The DVL is widely used in underwater navigation systems, but the limited range to bottom is a challenge for mid-water navigation.

Instruments that can recognize features in the terrain, such as cameras and sonars, can be used in the navigation system close to the sea floor. These work similar to how you navigate, by determining your position from what you see around you. Simultaneous location and mapping (SLAM) is one type of terrain navigation where a map of an unknown
terrain is made as the vehicle moves around and makes observations. This map is used to find the vehicle position when features are recognized. If the map exists already, this can be given to the navigation system before the mission. The field of SLAM has been a very hot research topic in the last two decades. The solution to the problem is considered as the "Holy Grail" in the autonomous vehicle research community [23]. A tutorial on SLAM is found in [31] and [2]. An underwater case where vision-based SLAM is used in a survey of RMS Titanic is found in [35].

Knowledge about the vehicle dynamics can be used in navigation. If a perfect model of the vehicle was available and the actuator forces exactly known as well as the disturbances, then the positions could be obtained from the differential equations of motion and the initial conditions. Model-based navigation systems exploit knowledge of the vehicle dynamics to improve the accuracy and smoothness of the position estimates. However, measurements of acceleration, velocity or position is still needed in such navigation solutions. Nevertheless, good knowledge of the vehicle dynamics can compensate for noisy and low frequency measurements. Work on model-based control for ships is found in [85]. Model-based navigation for underwater vehicles is reported in [83], and a survey of underwater navigation methods is given in [56].

Any underwater navigation solution that drift-off must be corrected by position measurements. Acoustic positioning is the most used method to provide regular position fixes for underwater vehicles. There are several types of acoustic positioning systems. All are based on sending acoustic signals from known positions and use the time it takes to get a reply from the vehicle to tri-laterate its position. Acoustic positioning has limited range (only a few km), slow update rates and delays that vary with vehicle position. However, for ROVs, where the range is limited by the cable length, acoustic positioning is a good solution for most cases.

Some ROV positioning methods are using the cable to measure the position. It is easy to measure the cable length and starting point. When the curvature is also measured, this is used to calculate the ROV’s position at the other end of the cable. Such techniques are not too common yet, but may take over for acoustic positioning of ROVs in the future. VideoRay has developed a smart tether as an alternative to acoustic positioning for their systems. Use of this is reported in [52].

The methods presented in this thesis are model based observers, with aiding from DVL and an acoustic positioning system, and aided strapdown inertial navigation. The contributions and experimental results are given in the following. This is mainly based on results reported previously in [25], [28] and [29].

### 4.1 Requirements for ROV Navigation

When a pilot is controlling the ROV manually, the requirements on the navigation system is less strict than when a closed-loop control system is used. A rough heading and depth indication in combination with visual feedback from cameras and some position fixes every now and then are sufficient for the pilot to complete typical work tasks. However, this is not sufficient for use in closed-loop control where more advanced and accurate
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navigation methods are needed.

4.1.1 Closed-loop Control

The requirements to the navigation for automated ROV operations are much stricter for use in closed-loop control. The position feedback to the controller must be accurate and smooth. Jumps in the position measurements must not enter the controller as this leads to spikes in the commanded thrust. A ROV doing manipulation work must maintain a position within a decimeter or so, to be able to perform the task. The accuracy level of the navigation system must reflect this. The same goes for surveys of the sea floor with cameras or sensors with only a few meters swath width. If the navigation errors become too large, it is difficult to compare results from two repeated surveys.

It is also important that the navigation system is robust to different types of terrain, visibility or other water properties that can change from location to location. Preferably, the system should have the same accuracy everywhere, but it is difficult to obtain high accuracy navigation far off the sea floor when the DVL is out of range for bottom lock.

4.1.2 Measurements vs. Models

Strapdown INS that solely rely on sensor measurements, and especially accelerometers and gyroscopes, are sensitive to alignment and calibration errors. These solutions are also heavily affected by the accuracy of the attitude estimation. A small attitude error results in faulty resolved acceleration measurements which will cause the velocity and position to drift-off rapidly as this is used in the gravity compensation. Strapdown INS requires a good model of the gravity and centripetal acceleration from the Earth’s rotation as well. However, when care is taken, and high accuracy sensors are used, these solutions can provide good position, velocity and attitude estimates. An advantage of strapdown INS is that all unknown forces acting on the vehicle are instantly felt by the accelerometers. The effect of the unknown forces on the vehicle’s position is directly included in the INS. This is useful during manipulation work or for cases with dominating and hard to predict cable forces on the ROV.

Model-based navigation systems are very efficient at filtering noise and estimating states without causing phase lag. Although underwater vehicles with complex hydrodynamics are difficult to model, a simplified model capturing the main dynamics can improve the navigation solution considerably. Thus, knowledge of the vehicle dynamics, including the propulsion system, should be exploited in the navigation system. However, unmodelled dynamics and disturbances can result in errors in the position estimates.

4.1.3 Observer Design & State Estimation

Several observers have been tested on the NTNU ROVs, as taken from text books and other publications with modifications. The passive nonlinear observer from [41] was adopted for ROV use and has been tested. A particle filter was designed and tested on
ROV Minerva by Bo Zhao and results are presented in [107]. However, the main navigation workhorse has been the model-based Kalman filter.

The design and experimental results of the Kalman filters for ROV have been published in [25], and are presented in the Section 4.2.

The need to account for unknown dynamics and disturbances in the navigation system motivated the work done on attitude estimation and integration filters based on MEMS gyroscopes and accelerometers. This work has been published in [28] and [29], and is also presented in Section 4.3.

4.2 Model-Based Observers

Two versions of model-based Kalman filters for ROV navigation have been developed and tested. The first observer is a Kalman filter where the observer equations are linearized about 36 heading angles with sectors of $10^\circ$ each. The second is an extended Kalman filter where nonlinearities are linearized about the estimated states. Both observers are based on Kalman filters for surface vessels in [40] and [87]. The presented Kalman filters are for the 4 DOF work space of the ROV; surge, sway, heave and yaw. The theoretical contribution is limited as this is a slight modification of known observers. However, sensor drop-outs and different sampling rates rates are dealt with in the measurement matrix $H$, which depends on the available measurements. The observers have also been implemented and tuned on actual ROVs to get experimental results.

4.2.1 Sector Kalman Filters

The linearized Kalman filter, or the sector Kalman filter, is an observer for the ROV in the 4 DOF workspace. The control plant model in (2.43), (2.44) and (2.45) have been simplified accordingly to

$$
\dot{\eta} = R^n_b(\psi)\nu, \quad (4.1)
$$

$$
M\dot{\nu} + D\nu = \tau + R^b_n(\psi)b + w_m, \quad (4.2)
$$

$$
b = -T^{-1}_b b + w_b, \quad (4.3)
$$

where $R^n_b(\psi) \in \mathbb{R}^{4\times4}$ is the rotation matrix, $M \in \mathbb{R}^{4\times4}$ is the mass matrix including added mass, and $D \in \mathbb{R}^{4\times4}$ is the linear damping matrix. $b \in \mathbb{R}^{4\times1}$ is the bias which is modeled as a $1^{st}$ order Markov process. $T_b \in \mathbb{R}^{4\times4}$ is a diagonal matrix with positive bias time constants. $w_m \in \mathbb{R}^{4\times1}$ and $w_b \in \mathbb{R}^{4\times1}$ are assumed to be the zero mean Gaussian white noise processes. Remember that the effect of umbilical, unmodelled dynamics and disturbance are accounted for by the bias model.

Eqs. (4.1), (4.2) and (4.3) are expressed in state space form as

$$
\dot{x} = Ax + Bu + Ew, \quad (4.4)
$$

$$
y = Hx + v, \quad (4.5)
$$
where

\[
x = \begin{bmatrix} \eta \\ \nu \\ b \end{bmatrix}, \quad u = \tau, \quad w = \begin{bmatrix} 0 \\ w_m \\ w_b \end{bmatrix},
\]

and \( y \in \mathbb{R}^{5 \times 1} \) is the measurement vector. \( H \in \mathbb{R}^{8 \times 12} \) depends on available and accepted measurements from the signal processing block. \( v \in \mathbb{R}^{8 \times 1} \) is a vector with sensor measurement noise.

\[
A = \begin{bmatrix} 0 & R_n^b(\psi) & 0 \\ 0 & -M^{-1}D & M^{-1}R_n^b(\psi) \\ 0 & 0 & -T_b^{-1} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ M^{-1} \\ 0 \end{bmatrix}, \quad E = \begin{bmatrix} 0 & 0 & 0 \\ 0 & M^{-1} & 0 \\ 0 & 0 & I \end{bmatrix},
\]

where \( A \in \mathbb{R}^{12 \times 12} \) is nonlinear due to the rotation matrix \( R_n^b(\psi) \). \( A(\psi) \) is linearized about 36 heading angles \( \psi_i \), where \( i \) is the sector number. Then \( A = A(\psi_i) \), where each sector spans \( 10^\circ \). The measured heading from the compass together with a hysteresis function decides the sector number \( i \). The hysteresis function is added to avoid chattering between sectors when the desired heading is close to the border of a sector.

The continuous time state space model in (4.4) and (4.5) is discretized as

\[
x(k + 1) = \Phi(\psi_i)x(k) + \Delta(\psi_i)u(k) + \Gamma(\psi_i)w(k), \quad (4.6) \\
y(k) = H(k)x(k) + v(k), \quad (4.7)
\]

where

\[
\Phi(\psi_i) = e^{A(\psi_i)h} \simeq I + A(\psi_i)h, \quad (4.8)
\]

\[
\Delta(\psi_i) = \int_0^h e^{A(\psi_i)s}ds B \simeq \left(I h + \frac{1}{2}A(\psi_i)h^2\right) B, \quad (4.9)
\]

\[
\Gamma(\psi_i) = \int_0^h e^{A(\psi_i)s}ds E \simeq \left(I h + \frac{1}{2}A(\psi_i)h^2\right) E, \quad (4.10)
\]

and \( k \) is the step number. \( h \) is the time step in seconds.

In the Kalman filter equations in (4.11) to (4.15), \( R = R^T \in \mathbb{R}^{8 \times 8} \) and \( Q = Q^T \in \mathbb{R}^{12 \times 12} \) are the covariance matrices. \( R \) is a diagonal measurement covariance matrix. \( Q \) is chosen to be a diagonal matrix where the elements are tuned to give satisfactory performance.

By copying the control plant model in (4.6) and (4.7), and adding injection terms, the following Kalman filter with corrector and predictor is proposed. The Kalman filter gain matrix \( K \in \mathbb{R}^{12 \times 8} \) is
\[ K(k) = \hat{P}(k)H^\top(k)[H(k)\hat{P}(k)H^\top(k) + R(k)]^{-1}, \] (4.11)

the corrector equations are
\[ \hat{x}(k) = \bar{x}(k) + K(k)[y(k) - H(k)\bar{x}(k)], \] (4.12)
\[ \hat{P}(k) = [I - K(k)H(k)]\hat{P}(k)[I - K(k)H(k)]^\top + K(k)R(k)K^\top(k), \] (4.13)

and the predictor equations are
\[ \bar{x}(k+1) = \Phi(\psi_i)\hat{x}(k) + \Delta(\psi_i)u(k), \] (4.14)
\[ \bar{P}(k+1) = \Phi(\psi_i)\hat{P}(k)\Phi^\top(\psi_i) + \Gamma(\psi_i)Q(k)\Gamma^\top(\psi_i), \] (4.15)

where \( \hat{x} \) is the estimated state vector which is input to the control block.

The Kalman filter runs at a fixed frequency. If a measurement is unavailable at the \( k \)th iteration, the corresponding element in \( H(k) \) is set to zero. It is only the predictor that runs for the state without measurements at every loop iteration.

### 4.2.2 Extended Kalman Filters

The dynamics of the ROV are highly nonlinear and coupled. This should be reflected in the observer in order to improve the state estimation. An extended 4 DOF Kalman filter that takes into account nonlinear damping, Coriolis and coupling forces are based on a modification of the process plant model in (2.42), and is given as

\[ \dot{\eta} = R^n_b(\psi)\nu, \] (4.16)
\[ M\dot{\nu} + C(\nu)\nu + D(\nu)\nu + g(\eta) = \tau + R^n_b(\psi)b + w_m, \] (4.17)
\[ \dot{b} = -T^{-1}_b b + w_b, \] (4.18)

where \( C(\nu) \in \mathbb{R}^{4\times4} \) is the Coriolis and centripetal matrix, and \( D(\nu) \in \mathbb{R}^{4\times4} \) is the damping matrix where it is assumed that \( \nu_r \simeq \nu \).

The enhanced control plant model in (4.16), (4.17) and (4.18) is written in state space form as

\[ \dot{x} = f(x) + Bu + Ew, \] (4.19)
\[ y = Hx + v, \] (4.20)

where \( B \in \mathbb{R}^{12\times4}, E \in \mathbb{R}^{12\times12} \) and \( H \in \mathbb{R}^{12\times12} \) are the same as for the sector heading Kalman filter in (4.4) and (4.5). All nonlinearities are put in the function

\[ f(x) = \begin{bmatrix} \frac{R^n_b(\psi)\nu}{-M^{-1}(C(\nu)\nu + D(\nu)\nu + g(\eta) - R^n_b(\psi)b)} \\ -T^{-1}_b b \end{bmatrix}, \] (4.21)
which is linearized about the estimated states $\hat{x}$. The discrete state space model has the same form as in the sector heading Kalman filter in (4.6), but $\Phi(\psi_i) \to \Phi(k)$, $\Delta(\psi_i) \to \Delta$ and $\Gamma(\psi_i) \to \Gamma$. The discrete state space matrices are calculated as

$$\Phi(k) = I + h \frac{\partial f(x(k), u(k))}{\partial x(k)} \bigg|_{x(k) = \hat{x}(k)}, \quad (4.22)$$

$$\Delta = h B, \quad (4.23)$$

$$\Gamma = h E. \quad (4.24)$$

The Kalman filter gain and corrector equations are the same as in the sector heading Kalman filter in (4.11),(4.12) and (4.13). However, the state vector in the predictor is changed as seen in (4.27). The corrector equations for the extended Kalman filter are given as

$$\hat{x}(k) = \bar{x}(k) + K(k)[y(k) - H(k)\bar{x}(k)], \quad (4.25)$$

$$\hat{P}(k) = [I - K(k)H(k)]P(k)[I - K(k)H(k)]^\top + K(k)R(k)K^\top(k), \quad (4.26)$$

and the predictor equations are

$$\bar{x}(k+1) = \hat{x}(k) + h f(\hat{x}(k)) + \Delta u(k). \quad (4.27)$$

$$\bar{P}(k+1) = \Phi(\psi_i)\bar{P}(k)\Phi^\top(\psi_i) + \Gamma(\psi_i)Q(\psi_i)\Gamma^\top(\psi_i). \quad (4.28)$$

It is the estimated state $\hat{x}(k)$ which is the input to the control block. Note that there is no proof of global asymptotic stability and convergence when the system is linearized.

The extended Kalman filter is more laborious to implement and to run than the sector Kalman filter. For slow ROVs the Coriolis force will be small. The extended Kalman filter can be useful for faster ROVs when the quadratic damping is important. However, it is the sector Kalman filter that is the default observer for the translational states in the developed motion control system.

Some experimental results with the ROV Minerva using the extended Kalman filter are seen in Figure 4.1. Figure 4.1a shows the trace and snapshots of the ROV outline for measured (blue) and estimated (red) positions while doing a square maneuver in closed-loop control with position measurements from the acoustic positioning system HiPAP 500 (SSBL). The dead-reckoning performance of the same maneuver is shown in Figure 4.1b. The estimated trajectory follows the squared path with rounded corners as given by the guidance system. However, the measured position, serving as the ground truth, differs from the estimated and indicates that dead-reckoning results in position errors. These errors can be due to small alignment and calibration inaccuracies of the DVL and heading sensor, bias estimation and modeling errors. A workhorse navigator DVL from Teledyne RDI and a motion reference unit, MRU5+, from Kongsberg Seatex was used in the experiment.
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Advances in sensor technology are resulting in smaller, lighter, cheaper and accurate sensor packages. This evolution is ideal for small underwater vehicles as they can use sensors previously only available to large vehicles at a great cost. The advances in MEMS based sensors are of special interest. This technology has enabled very small and inexpensive gyroscopes and accelerometers that can be mounted in sets of 3 mutually perpendicular sensors inside an IMU to measure rotation rates in roll, pitch and yaw and acceleration in surge, sway and heave. The MEMS based IMU with solid state magnetometers is the base sensor package for strapdown INS for ROVs in this thesis. It should be noted that the heading estimation is especially sensitive to magnetic disturbances when magnetometers are used in the navigation system.

The strapdown INS problem can be divided in two main parts, (i) attitude estimation and (ii) integration filter for estimation of the translational states; position and linear velocity. The INS can also have interconnections between (i) and (ii) to enhance the accuracy of the total navigation solution. A standard INS solution is shown in Figure 4.2 where the attitude estimator is mainly an integrator. This method requires very accurate sensors to estimate the attitude and positions and is not applicable for MEMS based IMUs. Other solutions are needed to use MEMS sensors in a strapdown INS. An alternative solution is proposed in the following.

4.3.1 Background

MEMS based IMUs have improved greatly in performance in the recent years. However, due to gyroscope in-run bias stability errors, the attitude can not be obtained from pure
integration only. The attitude estimation problem has been a research topic for several decades, and a large number of different approaches have been studied. A summary of some of these methods are given in [21], which is a survey on the subject. This survey concludes that the Kalman filter is still the workhorse of attitude estimation although other methods show promising results. It is noted that the nonlinear observers are especially interesting as global stability results can be obtained in many cases.

Since that survey, nonlinear observers have developed further. Some important work emerged from the research on ECFs presented first in [67] and [68]. The main idea of the ECF for attitude estimation is to compare the acceleration and magnetic measurement vectors to known reference vectors, and use this to correct the gyroscope measurements before integration. The method includes estimation and correction for gyroscope bias as well. The challenge with the method in [67] is that the acceleration reference vector, i.e. the specific force in the reference frame, is unknown and must be approximated. The acceleration reference vector in [67] was simply approximated as the gravity vector. This method showed fairly good performance for shorter periods of acceleration and zero mean acceleration. However, for longer periods of acceleration, the method would produce unacceptable errors. This work was taken further in [48] where global stability was proven also for varying reference vectors.

The limitation of the ECF in [67] to zero mean accelerations was addressed in [53], where it was proposed to use velocity measurements in the reference frame in order to estimate the specific force vector. This made attitude estimation possible for longer periods of acceleration, such as flying in circles. In practice, magnetic disturbances and natural variation in the Earth’s magnetic field can cause large errors. To limit the effect of these errors to yaw, a method for decoupling roll and pitch from yaw estimation was proposed in [70] and adopted in [54]. Methods for estimating the unknown specific force vector in the reference frame was improved in [47] where integration of global navigation satellite systems (GNSS) and IMU measurements were used to estimate position and linear velocity in addition to attitude. The interconnection (acceleration feedback) between the estimation of linear velocity and position and attitude improved the estimation of all
states. The observer for GNSS aided inertial navigation in [49] was extended to account for the Earth’s rate of rotation.

GNSS and INS integration for strapdown inertial navigation is a research field covered by several text books. [50] and [93] give an overview and introduction. Marine applications are found in [40]. Work on nonlinear observers for GNSS and INS integration has been studied since the 90’s, see e.g. [76] and [101].

Although the new nonlinear observers for IMUs aided by GNSS measurements show promising results, GNSS is not available everywhere, e.g. indoors and underwater. For underwater applications, an acoustic positioning system can be used for aiding, but these measurements are not useful for estimation of the vehicle acceleration or velocity in the reference frame due to noise and slow update rates. However, a DVL provides accurate velocity measurements in the body frame of the vehicle. The method presented in this thesis is on attitude estimation for accelerated vehicles when the velocity measurements are available in the vehicle frame. The linear velocity and position are also estimated. In the work on ECFs mentioned above, the idea is to estimate the acceleration reference vector and compare this estimate with the IMU acceleration measurements. Here, the known gravity vector will be the reference vector and the IMU measurements are modified in order to approximate the gravity component. Thus, velocity measurements in the body frame can be used to improve the attitude estimation of underwater vehicles.

The main contributions in this section are

- A proposed modification to the ECF in order to use velocity measurements in the vehicle frame, or estimates, to improve the attitude estimation.
- Integration filter for velocities in the vehicle frame with the ECI frame assumed to be inertial.
- Simulation and experimental results.
- Sensitivity considerations.

The proposed method for using the DVL velocity measurements in order to improve the attitude estimation, was first proposed in a delivery for TK 8109 Advanced Topics in Guidance and Navigation, a class at NTNU in the spring of 2013. The method was later published in [28] and with experimental results in [29]. A very similar method was developed in parallel by [96]. That work uses the same main idea of using velocity measurements in the body frame to improve the attitude estimation and shows that dead-reckoning accuracy from integration of DVL velocities is improved by their enhanced attitude estimation. However, the DVL measurements are used directly in the attitude estimation in [96], and here it is the interconnection between the attitude observer and the integration filter that enhances the navigation solution.

4.3.2 Modeling

The equations for position, velocity and attitude are given by (4.29)-(4.31) when the ECI frame, \{i\}, is assumed to be inertial. Eq. (4.30) is given in \{m\}, because the velocity
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measurements which are used in the observer are measured in the body frame of the velocity sensor, \( \{d\} \). These equations are the basis for the observers.

\[
p_{n}^{m/n} = R_{m}^{n} v_{m/e}^{n}, \quad \tag{4.29}
\]

\[
\dot{v}_{m/e}^{n} = a_{m/i}^{m} - \omega_{m/i}^{m} \times v_{m/e}^{m} - R_{m}^{n}(\omega_{e/i}^{n} + \omega_{n/e}^{n}) \times v_{m/e}^{m} + R_{m}^{n} g_{l}^{n}. \quad \tag{4.30}
\]

\[
\dot{R}_{m} = R_{m} S(\omega_{m/i}^{n}) - S(\omega_{e/i}^{n}) R_{m} - S(\omega_{n/e}^{n}) R_{m}, \quad \tag{4.31}
\]

where \( p_{m/n}^{n} \in \mathbb{R}^{3 \times 1} \) is the position vector in \( \{n\} \) and \( v_{m/e}^{m} \in \mathbb{R}^{3 \times 1} \) is the velocity vector in \( \{m\} \). \( \omega_{m/i}^{m} \in \mathbb{R}^{3 \times 1} \) is the gyroscope turn rate, \( \omega_{e/i}^{n} \in \mathbb{R}^{3 \times 1} \) is the Earth’s angular velocity and \( \omega_{n/e}^{n} \in \mathbb{R}^{3 \times 1} \) is the turn rate of the local \( \{n\} \) frame. The two latter can be calculated according to (2.15) and (2.16). \( g_{l}^{n} \in \mathbb{R}^{3 \times 1} \) is the local gravity vector, or the "plumb bob" gravity vector, in \( \{n\} \) and is calculated from (2.18) or a more advanced gravity model.

Note that \( \omega_{n/e}^{n} \) will be very small, in the order of \( 10^{-8} \) to \( 10^{-7} \) rads/s, for velocities typical for underwater vehicles. Thus, \( \omega_{n/e}^{n} \) can be neglected for practical applications. However, as the in-bias gyro stability of MEMS IMUs are getting lower than the turn rate of the Earth, \( \omega_{e/i}^{n} \) should not be neglected in the observer equations.

It is seen from the last term in (4.30) that the estimation of velocity, and hence position, will drift off if the attitude \( R_{m}^{n} \) or the gravity model \( g_{l}^{n} \) is inaccurate. Thus, it is important to use the local gravity vector which includes the centripetal acceleration due to the Earth’s rotation.

The differential equation for the attitude dynamics given in (4.31) is expressed in quaternions in (4.32) as

\[
\dot{q}_{m}^{n} = \frac{1}{2} \left[ \begin{array}{c} -\epsilon^{T} \\ \eta I + S(\epsilon) \end{array} \right] \omega_{m/i}^{m} - \frac{1}{2} \left[ \begin{array}{c} -\epsilon^{T} \\ \eta I - S(\epsilon) \end{array} \right] (\omega_{e/i}^{n} + \omega_{n/e}^{n}) = T_{q}(q_{m}^{n}) \omega_{m/i}^{m} - \Omega_{q}(q_{m}^{n})(\omega_{e/i}^{n} + \omega_{n/e}^{n}), \quad \tag{4.32}
\]

where \( q_{m}^{n} = [\eta \ \epsilon^{T}]^{T} \) is the quaternion representation of the attitude. See Appendix C for details on quaternions. The matrices \( T_{q}(q_{m}^{n}) \in \mathbb{R}^{4 \times 4} \) and \( \Omega_{q}(q_{m}^{n}) \in \mathbb{R}^{4 \times 4} \) are introduced to simplify the notation of the differential equation.

Eq. (4.33) and (4.34) shows the relationship between turn rates. This was used in the derivation of the differential equations for motion in (4.29)-(4.31).

\[
\omega_{m/n}^{n} = \omega_{m/i}^{m} - R_{m}^{n}(\omega_{e/i}^{n} + \omega_{n/e}^{n}), \quad \tag{4.33}
\]

\[
\omega_{m/e}^{n} = \omega_{m/i}^{m} - R_{m}^{n} \omega_{e/i}^{n}. \quad \tag{4.34}
\]

4.3.3 Attitude Estimation

The proposed attitude estimation here is a method based on the ECF in [67] and [28], where modifications from [54] and [47] have been adopted. The proposed method forms an interconnection between the attitude observer and the translational observer.
Reference vectors

The reference vectors in \( \{ n \} \) for the acceleration and magnetic field measurements are given by (4.35) as

\[
\begin{align*}
\mathbf{r}_{01}^n &= \frac{-\mathbf{g}^n}{||\mathbf{g}^n||}, \quad \mathbf{r}_{02}^n = \frac{\mathbf{m}^n}{||\mathbf{m}^n||},
\end{align*}
\] 

(4.35)

where \( \mathbf{r}_{01}^n \) is the normalized local gravity reference vector. \( \mathbf{r}_{01}^n = [0 \ 0 \ -1]^T \) if \( \{ n \} \) is assumed to be an inertial frame. \( \mathbf{r}_{02}^n \) is the normalized Earth magnetic field reference vector. In order to decouple roll and pitch estimates from yaw, the second reference vector can be modified to

\[
\mathbf{r}_{02}^n = \frac{\mathbf{r}_{01}^n \times \mathbf{m}^n}{||\mathbf{r}_{01}^n \times \mathbf{m}^n||},
\]

(4.36)

as proposed originally by [70].

IMU vectors

The normalized acceleration and magnetic field vectors in \( \{ m \} \) are given by (4.37) as,

\[
\begin{align*}
\mathbf{r}_1^m &= \frac{\bar{\mathbf{a}}_{imu}^m}{||\bar{\mathbf{a}}_{imu}^m||}, \quad \mathbf{r}_2^m = \frac{\mathbf{m}_{imu}^m}{||\mathbf{m}_{imu}^m||}.
\end{align*}
\] 

(4.37)

where \( \bar{\mathbf{a}}_{imu}^m \), given by (4.38), is the measured acceleration vector adjusted for centripetal and translational acceleration, Earth rotation, rotation of the local \( \{ n \} \) frame and accelerometer bias as estimated in the translational observer.

\[
\bar{\mathbf{a}}_{imu}^m = \mathbf{a}_{imu}^m - \hat{\omega}_{m/e}^n \times \hat{v}_{m/e}^n - \mathbf{R}_n^m (\omega_{e/i}^n + \omega_{n/e}^n) \times \hat{v}_{m/e}^n - \hat{v}_{m/e}^n - \hat{b}_{acc}^m. \] 

(4.38)

Ideally, the modified acceleration should be \( \bar{\mathbf{a}}_{imu}^m = -\mathbf{R}_n^m \mathbf{g}^n \). The calibrated magnetometer measurement vector from the IMU is noted \( \mathbf{m}_{imu}^m \). The components of \( \bar{\mathbf{a}}_{imu}^m \) for the case where \( \{ n \} \) is inertial are shown in Figure 4.3 for the North-Down plane together with the gravity component \( -\mathbf{R}_n^m \mathbf{g}^n \) and the reference vectors in (4.35).

If the second reference vector is modified to decouple roll and pitch from yaw, then the second IMU vector should be modified according to

\[
\mathbf{r}_2^m = \frac{\bar{\mathbf{a}}_{imu}^m \times \mathbf{m}_{imu}^m}{||\bar{\mathbf{a}}_{imu}^m \times \mathbf{m}_{imu}^m||}.
\]

(4.39)

The decoupling of roll and pitch from yaw is very useful in practical applications. Magnetic disturbances would otherwise produce roll and pitch errors in addition to heading errors. That can be a problem in this application due to the sensitivity to roll and pitch errors in the integration filter as explained earlier.
The reference vectors must be transformed to \( \{ m \} \) in order to compare them with the IMU vectors. The transformation is given by (4.40) for the attitude expressed in quaternions. Note that \( \dot{\hat{q}} = q \) when \( \dot{r}_i^m = r_i^m \).

\[
\begin{align*}
\dot{r}_1^m &= R_n^m(\hat{q})r_{01}^n, \\
\dot{r}_2^m &= R_n^m(\hat{q})r_{02}^n,
\end{align*}
\]  

where \( \hat{q} \) is estimated by the ECF as shown next.

![Figure 4.3: Reference and IMU vectors in North-Down plane (2-D).](image)

**Explicit Complementary Filter**

The explicit complementary filter equations given by (4.41), (4.42) and (4.43) are a combination and modification of the equations given in [40] and [54].

\[
\begin{align*}
\sigma &= \sum_{i=1}^{2} k_i r_i^m \times \dot{r}_i^m, \\
\dot{\hat{q}}^m_n &= T_q(\hat{q}^m_n) \left[ \omega_{imu}^m - \hat{b}_{gyro}^m + K_p \sigma \right] - \Omega_q(\hat{q}^m_n)(\omega_{e/i}^n + \omega_{n/e}^n), \\
\dot{\hat{b}}_{gyro}^m &= K_b(sat\Delta(\hat{b}) - \hat{b}) - K_i \sigma, \\
|\hat{b}(0)| &< \Delta
\end{align*}
\]  

where \( \sigma \in \mathbb{R}^3 \) is the injection term. \( k_i \) is a gain to weight acceleration and magnetic field vectors. \( K_p \in \mathbb{R}^{3 \times 3} \) is the observer gain matrix, \( K_b \in \mathbb{R}^{3 \times 3} \) is the gain to control the gyro-bias rate of desaturation and \( K_i \in \mathbb{R}^{3 \times 3} \) is the gyro-bias estimation gain matrix. \( K_p, K_b \) and \( K_i \) are set to be diagonal matrices. \( sat\Delta(\cdot) \) is the classical saturation function with \( \Delta \) as the saturation limit. The \( K_b \) term in (4.43) was proposed by [54] to ensure properties of stability and convergence, and to limit integral wind-up effects. The output of the ECF is the estimated attitude vector of the IMU, \( \hat{q}^m_n \).
A block diagram showing the attitude and translational observer with interconnections is seen in Figure 4.4. The diagram is drawn for the case where $\{n\}$ is an inertial reference frame and the gyro-bias estimator is a pure integrator.

![Block diagram, observer interconnections.](image)

**4.3.4 Integration Filters**

By copying (4.29) and (4.30) and adding injection terms and a bias estimator for the accelerometer, the following translational observer is proposed.
4.3 Sensor-Based Observers

\[ \dot{\hat{p}}_m^{n/e} = \dot{R}_m^n (\dot{\hat{v}}_{m/e}^{m} + K_{21} \hat{y}_2) + K_{11} \hat{y}_1, \] (4.44)

\[ \dot{\hat{v}}_{m/e}^m = a_{imu}^m - \omega_{m/i}^m \times \hat{v}_{m/e}^m - \dot{R}_n^m (\omega_{e/i}^n + \omega_{n/e}^n) \times \hat{v}_{m/e}^m - \hat{b}_{acc}^m, \] (4.45)

\[ \dot{\hat{b}}_{acc}^m = -K_{13} \dot{R}_n^m \hat{y}_1 - K_{23} \hat{y}_2, \] (4.46)

where \( K_{11}, K_{21}, K_{12}, K_{22}, K_{13} \) and \( K_{23} \in \mathbb{R}^{3 \times 3} \) are gain matrices. The estimation errors used in the injection terms are given by (4.47) and (4.48) for the translational position and velocity, respectively.

\[ \dot{\hat{y}}_1 = p_{m/e}^n - \dot{\hat{p}}_{m/e}^n, \] (4.47)

\[ \dot{\hat{y}}_2 = v_{m/e}^m - \dot{\hat{v}}_{m/e}^m. \] (4.48)

The observer gain matrices are chosen to have the structure in (4.49) as suggested in [40] for another similar integration filter.

\[ K_i = \text{diag}\{m_i, m_i, l_i\}, \quad i = 1, 2, 3. \] (4.49)

where surge and sway have the same gains \( m_i > 0 \) and heave is tuned by \( l_i > 0 \). Surge and sway use the same gain because an acoustic positioning system is used for the horizontal position measurements. A pressure gauge measures the depth.

Note that the velocity and position estimates in the translational observer can drift rapidly in case of drop-out of both velocity and position measurements. For periods without velocity or position feedback, the estimated velocity and position are based entirely on integration of IMU measurements. Hence, the dead-reckoning performance is very sensitive to the accelerometer accuracy and attitude estimation for gravity compensation. High accuracy and low noise accelerometers and gyros are needed if the velocity and/or position measurements have low update rates. If the velocity or position estimates drift off too quickly between velocity and position measurements, the estimated velocity will be choppy and not usable for closed-loop control.

4.3.5 Measurements and Output

Both the attitude observer and translational observer have origin in the \( \{m\} \) frame. Thus, the position and velocity measurements needed to calculate the estimation errors (4.47) and (4.48) must be given for \( \{m\} \). General measurement equations for the ROV sensors and transformations are given in Chapter 2, and the needed measurements for the integration filter are given next followed by the transformation of the estimated states to \( \{b\} \).
Observer Inputs

The feedback used to calculate the estimation errors in the translational observer are calculated from the measurement equations as

\[
P_{m/n}^n = p_{tp/n}^n - R_{m}^n(\hat{\Theta}_{nm})r_{tp/m}^m, \tag{4.50}
\]

\[
p_{m/n}^n(3) = z_{pg/e}^n - [0 \ 0 \ 1] R_{m}^n(\hat{\Theta}_{nm})r_{pg/m}^m, \tag{4.51}
\]

\[
v_{m/e}^m = R_{d}^m(\Theta_{md})v_{d/n}^d - \hat{\omega}_{m/e}^m \times r_{imu/b}^m, \tag{4.52}
\]

where the vertical position is measured from the pressure gauge as this provides higher accuracy and update rate than the APS.

Transformation to Vehicle Frame

Both the translational and attitude observers are expressed with origin in \( \{m\} \). The estimated states must be transformed to the vehicle frame and CO before use in the motion control system. This transformation is given by (4.53)-(4.56).

\[
\Theta_{nb} = \Theta_{nm} - \Theta_{bm}, \tag{4.53}
\]

\[
p_{b/n}^n = p_{m/n}^n - R_{b}^m(\Theta_{nb})r_{imu/b}^b, \tag{4.54}
\]

\[
\omega_{b/n}^b = R_{m}^b(\Theta_{bm})\omega_{m/n}^m, \tag{4.55}
\]

\[
v_{b/n}^b = R_{m}^b(\Theta_{bm})v_{m/e}^m - \omega_{b/n}^b \times r_{imu/b}^b, \tag{4.56}
\]

where \( p_{b/n}^n \) is the position of the CO in \( \{n\} \), \( \Theta_{nb} \) is the vehicle attitude, \( v_{b/n}^b \) is the vehicle velocity in \( \{b\} \) and \( \omega_{b/n}^b \) is the vehicle turn rate vector.

The final output of the attitude observer and integration filter is the estimated generalized coordinates \( \hat{\eta} \) and \( \hat{\nu} \) as seen in (4.57).

\[
\hat{\eta} = \begin{bmatrix} \hat{p}_{b/e}^n \\ \hat{\Theta}_{nb} \end{bmatrix}, \quad \hat{\nu} = \begin{bmatrix} \hat{v}_{b/e}^b \\ \hat{\omega}_{b/n}^b \end{bmatrix}. \tag{4.57}
\]

4.3.6 Simulation and Effect of Observer Interconnections

The presented simulation cases in this section, demonstrating the effects of the observer interconnections, contain two cases where the observer is run in different modes.

- case 0: the attitude estimator runs as a stand alone observer.
- case 1: the proposed interconnections between the attitude observer and integration filter are used.
Both cases use the simulated run seen in Figure 4.5 where the ROV does a rectangular lawn mower pattern before going into a S maneuver in joystick mode. The cruise speed is 0.5 m/s. Figure 4.5 shows the ROV position in North and East coordinates. The red line shows the true positions, the black stars are position measurements of the simulated transponder, the blue line is the estimated trajectory with snapshots of the ROV outline, all for the case with interconnections, case 1.

The observer in the simulation cases use the simulated sensor measurements as described in Chapter 2. All simulations are based on the mathematical model of the ROV Minerva.

In this simulation the NED frame is assumed to be inertial, and the attitude observer is run with reference and IMU vectors as given by (4.35) and (4.37), respectively. That is the magnetometer is also used to estimate roll and pitch.

In the case with stand alone attitude observer, $\tilde{a}_{imu}^m = a_{imu}^m$. With observer interconnections $\tilde{a}_{imu}^m$ is given as proposed in (4.38). The simulated sensors specifications and positions on the ROV are given by Table 4.1.

The observer gains for the translational observer are $K_{11} = \text{diag}\{5, 5, 0.1\}$, $K_{12} = 0.1I_{3\times3}$, $K_{21} = 5I_{3\times3}$, $K_{22} = 20I_{3\times3}$. $K_{13} = 0_{3\times3}$ and $K_{23} = 0_{3\times3}$ as the simulated accelerometers are bias free. The attitude observer gains are set to $k_i = 1, \ i = 1, 2$, $K_p = \text{diag}\{1, 1, 10\}$ and $K_i = 0.3I_{3\times3}$. At each iteration, the attitude observer is run first to provide an estimated attitude for the translational observer.

The simulated IMU measurements are seen in Figure 4.6. Accelerations are in the top plot, gyroscope measurements in the middle and magnetometer data in the bottom plot.
Table 4.1: Sensor specifications and positions on ROV.

<table>
<thead>
<tr>
<th></th>
<th>Sensor specifications</th>
<th>Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>noise [σ]</td>
<td>bias [Hz]</td>
</tr>
<tr>
<td>TP</td>
<td>p_{tp/n}</td>
<td>0.5 [m]</td>
</tr>
<tr>
<td>PG</td>
<td>p_{pg}</td>
<td>0.001 [m]</td>
</tr>
<tr>
<td>DVL</td>
<td>v_{d/e}</td>
<td>0.003 [m/s]</td>
</tr>
<tr>
<td>IMU</td>
<td>a_{imu}</td>
<td>0.007 [m/s²]</td>
</tr>
<tr>
<td></td>
<td>\omega_{imu}</td>
<td>0.0012 [rad/s]</td>
</tr>
<tr>
<td></td>
<td>m_{imu}</td>
<td>0.0035 [AU]</td>
</tr>
</tbody>
</table>

Measurements in or about the x-axis are blue dashed, green dash dotted for for y-axis, and red for z-axis measurements. E.g. the gyroscope yaw rate (red) of about -0.25 rads/s (15 deg/s) just after 100 s corresponds to the turn seen at 5 m North and 25 m East in Figure 4.5.

![Figure 4.6: IMU simulated data output.](image)

The interconnection enhances the performance of both observers as shown in Figure 4.7, 4.8a and 4.8b where case 0 is blue and case 1 is red.

Figure 4.7 shows the attitude estimation errors. Note the superior performance of case 1 during turns of the ROV. The IMU is mounted at a corner of the ROV so that it expe-
periences centripetal accelerations also during pure turns of the ROV. Without the observer feedback, the attitude observer sees this as a roll and pitch motion as it can not separate the centripetal and translational acceleration from the acceleration of gravity. This causes an erroneous attitude which is used in the translational observer to compensate for gravity and to integrate the accelerometer measurements to obtain the estimated velocities. Hence, errors propagate to the estimated velocity and position as well in case 0.
Figure 4.8a shows the velocity estimation error $\hat{y}_2$ using the true value of $v_{m/n}^m$. The measured value of $v_{m/n}^m$ is used in the observer. It is clear that the velocity error during periods of proper acceleration is affected by the attitude error in case 0.

Figure 4.8b shows the estimated position error $\hat{y}_1$. Again, the plotted errors are calculated from the true values and the measured values are used in the observer. The observer is initialized at $t=0$ with the measured position. Note that the estimation error is smallest for case 1 as the velocity errors from case 0 propagate to the estimated position. However, as the trajectory in this simulation has symmetrical turns, and about zero mean acceleration, the position errors are not too different for case 0 and 1. For a vehicle flying around in circles, the position error in case 0 would have had a steady state offset, and the difference between case 0 and 1 would have been more profound for the position estimation errors as well.

### 4.3.7 Simulation vs. Experiments

A comparison between simulation and experimental results that point out some important practical considerations is given in the following.

In order to test and verify the proposed observer a case study of star-patterns is defined. The ROV runs in a star-pattern inside a circle with 50 m diameter in the simulation and in an experiment with the ROV Minerva, seen in Figure 4.9. The ROV North-East trace is seen in Figure 4.10a and 4.10b for the simulation and experiment, respectively. The objective of the simulation and experiment is to see how the proposed observer works for a real implementation. In the simulation case, the sensors used on Minerva are simulated with noise properties as given by the manufacturers. The sensors have the same position and orientation in the simulation as on the ROV Minerva during the experiments. The ROV sensors are listed in Table 4.2. The simulation case is useful for comparison because the ground truth for position and attitude is not available in the experiments done here.

During the field trials, the ROV was run in closed-loop control using the control system described in Chapter 3. The experimental results are from post-processing of logged sensor data. However, it should be noted that the proposed ECF was used in the closed-loop control system during the sea trials as the attitude estimator. A model-based Kalman filter was used as the observer for the translational states.

In this simulation and experiment the ECI frame is assumed to be inertial, and the attitude observer is run with the second reference and IMU vectors as given by (4.36) and (4.39), respectively. That is yaw estimation is decoupled from roll and pitch. The attitude and translational observer are run with interconnections as given by (4.38).

### Sensors and Observer Specifications

The DVL and transponder are mounted on the center-line at the stern, and the IMU on the port bow. The DVL is oriented 45 degrees in yaw w.r.t the ROV and the IMU is aligned with the ROV. The sensor positions are given in Table 4.3.

The sensor properties for white noise, bias and update rate, used in the simulation and as found from the experimental data in post-processing, are given in Table 4.4. The
Table 4.2: ROV sensors.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Manufacturer</th>
<th>Model</th>
<th>Technology/type</th>
</tr>
</thead>
<tbody>
<tr>
<td>APS (TP)</td>
<td>Kongsberg Maritime</td>
<td>HiPAP 500</td>
<td>SSBL</td>
</tr>
<tr>
<td>PG</td>
<td>Valeport</td>
<td>MiniIPS</td>
<td>piezo-resistive</td>
</tr>
<tr>
<td>DVL</td>
<td>Teledyne RDI</td>
<td>Workhorse Navigator</td>
<td>Janus</td>
</tr>
<tr>
<td>IMU</td>
<td>Xsens</td>
<td>MTi-100</td>
<td>MEMS</td>
</tr>
</tbody>
</table>

Figure 4.9: The ROV Minerva with transponder (yellow cylinder) and DVL (red) mounted at the stern.

Table 4.3: Sensor positions on the ROV.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>( r^b_{ip/b} )</th>
<th>( r^b_{pg/b} )</th>
<th>( r^b_{dvl/b} )</th>
<th>( r^b_{imu/b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>-0.73</td>
<td>0</td>
<td>-0.86</td>
<td></td>
</tr>
<tr>
<td>PG</td>
<td>0.68</td>
<td>-0.38</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>DVL</td>
<td>-0.79</td>
<td>0</td>
<td>-0.10</td>
<td></td>
</tr>
<tr>
<td>IMU</td>
<td>0.68</td>
<td>-0.445</td>
<td>-0.60</td>
<td></td>
</tr>
</tbody>
</table>

Properties from the experiments are found from a time series of 3 minutes where the ROV is sitting on the sea floor with constant thrust downwards. The performance of the APS, i.e. the position measurements of the TP, is very similar for simulation and experiment. The PG noise level is slightly higher in the experiments. This can be due to pressure fluctuations caused by the thruster jet or vibrations of the ROV. The actual sampling rate in the experiments is 5 Hz, although the PG sensor was set to output data at 8 Hz.

The noise levels of the DVL are not obtained as the DVL is out of range while sitting on the sea floor. The DVL update rate in the experiment is about 1 Hz, which is lower than specified. This is probably due to serial communication settings.

The noise levels of the IMU are considerably higher in the experiments for the accelerometers and gyroscopes. This is due to vibrations caused by the thrusters which is shaking the ROV and everything mounted on it. The IMU noise levels as measured on the ROV at rest, on shore, with thrusters off, are about the same as given in the IMU product sheet. The effect of the IMU noise is seen in the time series of the IMU measurements in
Table 4.4: Sensor specifications, simulation vs. experiments.

<table>
<thead>
<tr>
<th></th>
<th>Simulations</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^n_{tp/n}$</td>
<td>0.1 [m]</td>
<td>0.09 [m]</td>
</tr>
<tr>
<td>$p_{pg}$</td>
<td>0.001 [m]</td>
<td>0.0028 [m]</td>
</tr>
<tr>
<td>$v^d_{d/e}$</td>
<td>0.003 [m/s]</td>
<td>n/a</td>
</tr>
<tr>
<td>$a^m_{imu}$</td>
<td>0.0072 [m/s$^2$]</td>
<td>0.2079 [m/s$^2$]</td>
</tr>
<tr>
<td>$\omega^m_{imu}$</td>
<td>0.0014 [rad/s]</td>
<td>0.0061 [rad/s]</td>
</tr>
<tr>
<td>$m^m_{imu}$</td>
<td>0.0055 [AU]</td>
<td>0.0056 [AU]</td>
</tr>
</tbody>
</table>

Table 4.5: Observer gain selection, simulation vs. experiments.

<table>
<thead>
<tr>
<th></th>
<th>Simulations</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECF</td>
<td>$k_i$ [1 1]$^T$</td>
<td>[1 1]$^T$</td>
</tr>
<tr>
<td>$K_p$</td>
<td>diag{0.1, 0.1, 0.1}</td>
<td>diag{0.1, 0.1, 0.1}</td>
</tr>
<tr>
<td>$K_i$</td>
<td>diag{0.0001, 0.0001, 0.0001}</td>
<td>diag{0.0001, 0.0001, 0.0001}</td>
</tr>
<tr>
<td>$K_b$</td>
<td>diag{1, 1, 1}</td>
<td>diag{1, 1, 1}</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Int</td>
<td>$K_{11}$</td>
<td>diag{5, 5, 10}</td>
</tr>
<tr>
<td>$K_{21}$</td>
<td>diag{1, 1, 1}</td>
<td>diag{1, 1, 1}</td>
</tr>
<tr>
<td>$K_{12}$</td>
<td>diag{1, 1, 1}</td>
<td>diag{1, 1, 1}</td>
</tr>
<tr>
<td>$K_{22}$</td>
<td>diag{10, 10, 10}</td>
<td>diag{50, 50, 50}</td>
</tr>
<tr>
<td>$K_{13}$</td>
<td>diag{0, 0, 0}</td>
<td>diag{0, 0, 0}</td>
</tr>
<tr>
<td>$K_{23}$</td>
<td>diag{0, 0, 0}</td>
<td>diag{0, 0, 0}</td>
</tr>
</tbody>
</table>

Figure 4.11a and 4.11b.

The observer gains used for the ECF in simulations and experiments are given in the top part of Table 4.5. The integration filter gains are given in the lower part. The original idea was to use the same gains for simulation and experiment in both ECF and integration filter. However, the accuracy of the IMU measurements in the experiments was not good enough to produce decent position estimates with the "simulation gains" from the integration filter. More emphasis on the velocity and position measurements is needed in the experiments. The IMU acceleration measurements in the integration filter do more harm than good. However, it is noted that the attitude estimate from the ECF seems fairly good despite the high noise levels of the IMU.

The accelerometer bias estimation is canceled by setting $K_{13}$ and $K_{23}$ to $0_{3\times3}$. This is done as stable results for the accelerometer bias estimation were not achieved in the experiments. Thus, accelerometer bias estimation based on APS and DVL measurements require further work.
Simulation and Experimental Results

Figure 4.10a and 4.10b show the trace of the ROV in the North, East plane while executing the star-pattern maneuver during simulation and experiment, respectively. The first way point in the pattern is at 25 m North, 0 m East. Then the ROV heads South to -25 m North, 0 m East before turning around and moving back to the first way point. From there it goes to the start of the next diameter line of the star-pattern, with bearing 30 degrees, and tracks this line back and forth as well. So the pattern continues until all 6 diameter lines are tracked back and forth.

Every measured transponder position, $p_{tp/n}$, is marked with a black mark with dash dotted lines connecting the marks. The blue trace and boxes show the estimated position, with boxes being snapshots of the outline of the ROV. The true position (ground truth) is given by the red dashed line in Figure 4.10a for the simulation case. Unfortunately, no ground truth is available for the experiments. However, the high accuracy measurements from the HiPAP 500 system combined with the chosen star-pattern gives a good indication of the true position.

When comparing Figure 4.10a and 4.10b, it is clear that the position estimates are more accurate and smoother in simulation than in the field trials. The position estimation seems to be especially poor at the North end of the line with bearing 330 degrees in the field trials. This happens because of a jump in the TP measurements, and since $K_{11}$ is high, the performance of the estimated position suffers as well. With a more accurate and less noisy IMU, and higher update rate on the DVL, $K_{11}$ can be reduced and a smoother estimated position will be achieved.

Figure 4.10: ROV measured and estimated positions during simulation and field trials.

The simulated and actual IMU measurements for the line from East to West, back and forth with one turn, are shown in Figure 4.11a and 4.11b. This segment of the star-pattern is noted the demo segment. The effect of the 180 degree clockwise turn at the far West way point is clearly seen in the yaw gyroscope (middle plot) and horizontal magnetometer components (lower plot), both in simulation and field trials. The high noise levels of the...
accelerometers and gyroscopes in the field trial are seen in the upper and middle plot of Figure 4.11b.

Figure 4.11: IMU measurements in simulation and field trials for the demo segments. Upper plot is accelerometer measurements, middle plot is gyroscope measurements and lower plot is magnetometer measurements. Dashed blue line is the sensor x component, dash-dotted green is the y component and red line is the z component.

The estimated attitude and algebraic measurements of attitude during the demo segments are shown in Figure 4.12a and 4.12b for the simulation and field trials, respectively. The red line is the true attitude in the simulation case. The algebraic measurements for roll and pitch are the angles between the accelerometer z and x, y components, and the heading is the magnetic heading. This is used as an approximate reference since a ground truth is unavailable in the field trials. The attitude estimation error for the simulation is seen in the lower plot of Figure 4.15a. The attitude estimation error is small, also during the 180 degree turn due to the proposed modified acceleration in (4.38). The effect of this term is demonstrated in Chapter 4.3.6. Although there is no ground truth to calculate the attitude errors from the field trials, Figure 4.12b shows how the noise is reduced in the ECF estimated attitude, compared to the algebraic measurements, while the phase lag is small. The higher roll and pitch amplitudes in the field trials are most likely real as there can be coupling effects not accounted for in the simulation model (unmodelled dynamics).

Figure 4.13a and 4.13b show the measured and estimated velocities of the IMU for the the simulation and field trials, respectively. The measured velocity, \( v_{m/e} \), is the DVL velocity measurements transformed to the IMU position by using the estimated attitude and turn rate as in (4.52). Both the measured and estimated velocity is smooth and accurate in simulation. The DVL is a high precision velocity sensor and the update rate is fairly high compared to the ROV dynamics. The velocity measurements in the field trials are also good although some noise is introduced through the transformation that relies on the estimated attitude and turn rate. However, the variance of the estimated velocity is higher than the measured, and the gain matrix \( K_{22} \) had to be high to even get the estimated
velocity close to the measured. The reason is that the noisy accelerometers and small attitude estimation errors, that cause faulty gravity compensation, leads to an erroneous approximation of proper acceleration. As the proper acceleration is integrated to obtain estimated velocity, the estimated velocity is also error prone. This rises the question of how much accelerometer noise and attitude error can be tolerated before the accelerometer measurements makes more harm than good in the integration filter. This is discussed in Chapter 4.3.7.

The gyroscope bias estimation after initialization for simulation and field trials are seen in Figure 4.14a and 4.14b. Note that the initialization is done at the start of the demo segments, but the other Figures with the demo segments are with converged bias.
estimation. Erroneous gyro bias estimation can lead to poor estimation performance of all DOFs. It is seen that the estimates converge to the true values within the duration of the demo segment in the simulation case. The convergence time after initialization is reduced by using an exponentially decaying bias gain, $K_i$, after start up. The bias estimations in the field trials are oscillating more, but converges eventually. Because the ROV is rolling, pitching and yawing more in the field trials than simulation, it takes longer to estimate the gyro bias. However, the bias estimation should converge while the vehicle is still at rest for practical use.

![Gyro Bias](a) Simulation. 
(b) Field trials.

Figure 4.14: Gyroscope bias estimation in simulation and field trials after initialization at start of the demo segments. Blue dashed line is roll bias, green dash-dotted line is pitch bias and red line is yaw bias. The true bias is seen as dotted horizontal lines in the simulation plot.

The position, attitude and velocity errors for the demo segment of the simulation case are seen in Figure 4.15a and 4.15b. Note the spikes of almost 0.4 m in the position error due to the high gain matrix $K_{11}$. The roll and pitch errors are small, $< 0.05$ degrees. The heading error is largest during the turn as expected. However, the heading error would have been greater without the interconnection between the ECF and translational observer obtained through the modified acceleration. This is due to the centripetal acceleration that makes it difficult to separate gravity from the measured acceleration.

The velocity errors are small, but since the ROV is a slow moving vehicle, the relative error is almost 10% at the most. The challenge with the observer is to get velocity estimates that are smooth without phase lag. The same goes for the turn rate as the estimated turn rate is the measured turn rate corrected for bias. This should be filtered before use in a motion control system.

**Sensitivity Considerations**

While the accuracy levels of MEMS accelerometers and gyroscopes are improving, the tested state-of-the-art MEMS IMU is not considered suitable for use in a stand alone INS. An IMU in such a strapdown INS system is seen in Figure 4.2. For this system to output accurate positions for longer time periods, the attitude error must be very small, the gravity model accurate and accelerometer and gyro bias and noise must be very limited.
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(a) Position and attitude estimation errors in simulation.

(b) Velocity and turn rate estimation errors in simulation.

Figure 4.15: Position, attitude and velocity estimation errors during the demo segment in simulation.

The proposed sensor-based observer does not claim to be an INS, but it relies on feedback from position and/or velocity measurements. For the translational observer, the accelerometer measurements are meant to enhance the estimated positions and velocity in between these measurements. However, if the estimated attitude is error prone, the accelerometer measurements noisy and the bias estimation poor, it is questionable if the accelerometer measurements provide useful data to the integration filter.

The proposed observer uses velocity measurements and estimates in the vehicle frame. This is seen in the block diagram in Figure 4.16, which is how the observer looks when stripped down to an INS. Thus, the effect of attitude error is slightly changed compared to the regular strapdown INS in Figure 4.2, as seen by the transformation $R_n^m$.

It is clear that the gyroscope and accelerometer bias will cause the INS velocity and position to drift. It is also clear that attitude estimation errors cause trouble, and the sensitivity to this is discussed in the following.

For any implementation where accelerometer measurements in the vehicle frame are used to produce position estimates in a reference frame, the attitude errors affect the results. The estimated attitude is used to calculate the proper acceleration, $a_{m/n}^n$ or $a_{m/n}^m$, which is integrated to find the velocity and position. This is seen in Figure 4.2 and 4.16. The acceleration of gravity is roughly $9.8 \text{ m/s}^2$ and the acceleration of underwater vehicles is small, thus the magnitude of the measured acceleration, $a_{imu}^m$, is in the order of $10 \text{ m/s}^2$. Assuming attitude estimation error, $\hat{\theta}$, less than a few degrees and small roll and pitch angles, $\sin \hat{\theta} \approx \hat{\theta}$ and $\cos \hat{\theta} \approx 1$. Then the magnitude of the proper acceleration error, due to the attitude estimation error, is approximated as $\tilde{a} \approx 10 \cdot \hat{\theta}$. E.g. an attitude estimation error of 1 degree will cause an error in the proper acceleration of $0.02 \text{ m/s}^2$. This yields a velocity error (drift) of $0.2 \text{ m/s}$ after 10 s without velocity measurements, which is considerable as the typical speed range of ROVs is around 0-1 m/s. Even if velocity measurements are available at 1 Hz or faster, the rapid velocity drift-off caused
by the accelerometer measurements makes the estimated velocity noisy as it must be corrected heavily by the velocity measurements at every update. Thus, simply neglecting the accelerometer, and integrate the velocity measurements directly to obtain position gives better performance for even small attitude errors (< 1 degree in roll and pitch). This is also true if the observer is used on a much faster vehicle, such as an airplane, but then, on the contrary, the velocity drift-off caused by the errors in the proper acceleration is small compared to the total speed.

If the attitude estimation error can not be guaranteed to be significantly less than 1 degree, it is better to use a model-based observer to estimate the translational states. Especially if the velocity measurements must be filtered. This leads to another question for comparing model-based observers against accelerometer based integration filters. What accuracy of the IMU measurements and performance of the attitude estimation is needed to outperform a model-based observer with given model and disturbances uncertainty. This is a consideration for further work, but it is noted that the performance of a model-based observer can not be directly compared to that of an integration filter. E.g. unknown and varying external forces are difficult to include in the model-based observer, but their effects are easily measured by accelerometers.

Errors in the accelerometer bias estimation (or neglect of) and inaccurate gravity model will also result in errors in the proper acceleration. However, velocity drift-off due to these errors are typically less than drift-off caused by attitude estimation errors. It is not concluded here on the accuracy required on attitude estimation for the accelerometer measurements to enhance the output of an integration filter. It also depends on the accuracy and update rate of the velocity and position measurements. However, as seen from the simulation results, the accelerometer measurements enhanced the estimation of velocity (and position) when the attitude errors were less than 0.05 degrees, and with noise properties as given for the tested IMU. In the experiments, the accelerometer measurements deteriorated the estimated velocity. It is likely that this is part due to small errors in the attitude estimation in addition to accelerometer noise, bias and inaccuracies.
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in the gravity model.

The violent shaking of the IMU due to the thrusters had negative effects on the test results. It is likely that better results can be obtained with the proposed observer, also in experiments, when mounted on a ROV with less vibrations. Thus, it is not concluded that the proposed observer will not be suitable for use in closed-loop control, but it is sensitive to noise, bias and attitude estimation. A hybrid solution, i.e. a mix between a model-based observer and accelerometer-based integration filter could also be considered. It should be noted that the ECF worked very well as a stand alone attitude estimator despite the vibrations from the thrusters. The main problem is concerned with attitude estimation and its effect on the gravity compensation in the integration filter.

Note that magnetometer data should not enter the estimation of roll and pitch (decoupling of roll and pitch from yaw in ECF) when the estimated attitude is used in an integration filter with acceleration measurements as input. Small magnetic disturbances will then easily cause roll and pitch errors > 1 degree, and the estimated velocity will drift-off quickly.

4.4 Conclusions and Future Work on Underwater Navigation

The work on underwater navigation in this thesis has focused on methods that are aided by, and depend on, external position measurements from an acoustic positioning system and velocity measurements from a DVL. The short term state estimation is based on either a dynamical model of the vehicle or inexpensive low grade inertial sensors.

Classical estimation and filtering techniques, such as the Kalman filter, have been adopted for use with sensors available for underwater vehicles, and tuned for ROV dynamics. In addition, new sensor-based estimation methods for attitude estimation and integration filters have been explored and tested. New variations and methods for ROVs have been proposed.

The model-based Kalman filter is still the observer of choice based on experience with practical implementations. It is very robust and performs well under most conditions. However, new sensor-based nonlinear observers look very promising, but need more development to provide robust estimation in real applications. An advantage is that the IMU based observers deal well with cases with unknown and rapid changing external forces. IMU based observers are also more generic and easy to implement on new vehicles as there is no need to perform thorough dynamical modeling, analysis and system identification for all new vehicles or modifications.

A hybrid solution between model and IMU based estimation methods may provide more robust and greater performance for more modes of operation. Also, including other solutions such as terrain navigation and cable monitoring should be investigated further.
Chapter 5
Guidance of ROVs

An example definition of guidance is given as "the process for guiding the path of an object towards a given point, which in general may be moving" [80]. Guidance is general and needed for all vehicles that are moving. There is a lot of information in the literature and especially in the missile community. Some of these theories are applicable to underwater vehicles as well. In terms of guidance, it is not important if the vehicle is in the air or beneath the surface. The most important is the actuation of the vehicle and the dimension of its work space. The ROVs covered in this thesis are fully actuated in their 4 DOF workspace; surge, sway, heave and yaw. Roll and pitch motion can occur, but the ROVs here are stable in these DOFs. Work on guidance systems for marine craft are found in [8], [9] and [40].

The guidance system presented here is made up by three main levels; reference models, way-point management and supervisor. The reference models are the algorithms that produce the desired states, the way-point management system gives input to the reference models, and a supervisor monitors the operation and take action if needed. E.g. if the desired position is too far off the actual position, the supervisor will make the reference model wait for the vehicle to catch up. The supervisor also selects the appropriate controller. Some modes requires position control and other velocity control.

Typical modes of operation for the ROV and the needed guidance strategies are discussed in this chapter. Three main contributions are presented;

• A constant jerk reference model.

• A modification to line-of-sight (LOS) guidance for fully actuated vehicles.

• Methods for joystick in closed-loop control with experimental results.

5.1 Constant Jerk Reference Models

A reference model is a function that creates a desired trajectory based on the reference position or velocity. The desired trajectory should start at the current position when the function is activated. The reference model should be simple and must produce a trajectory that is feasible for the vehicle and controller to track.
Objectives like minimizing energy consumption, thruster wear and tear or time to target may be of interest when designing reference models. However, a ROV operator only want to enter a new position coordinate and press go. If the ROV gets up to a decent cruising speed quickly and reaches the target, the operator is satisfied. More advanced inputs should be intuitive to the user, like changing the cruise speed or maximum acceleration instead of filter time constants.

Reference models based on low-pass filters and mass-damper-spring systems, with similar dynamics to the vehicle, are common simple implementations. However, the parameters must be set according to the distance between A and B and the maximum velocity is high with a correspondingly long deceleration period. A new method called the constant jerk reference model is proposed. The main concept is seen in Figure 5.1, which shows the desired velocity and position obtained by integration of a constant jerk that is on or off. The input to the reference model is the desired distance, cruise speed, maximum acceleration and constant jerk.

The work with constant jerk reference models is inspired from [38] where a reference model based on exponential functions are proposed. This is also an alternative to filter-based reference models.

### 5.1.1 Constant Jerk Equations

The equations that produce the desired states in the constant jerk reference model are given in (5.1), (5.2), (5.3), and (5.4). Note that the analytical solution is given as this is used in the implementation directly. That is a benefit of keeping things simple.
5.1 Constant Jerk Reference Models

\[ j(t) = j_c \delta(t), \quad (5.1) \]
\[ a(t) = \int_{t_0}^{t} j(\tau) \, d\tau + a_0 = jt + a_0, \quad (5.2) \]
\[ v(t) = \int_{t_0}^{t} a(\tau) \, d\tau + v_0 = \frac{1}{2} j t^2 + a_0 t + v_0, \quad (5.3) \]
\[ p(t) = \int_{t_0}^{t} v(\tau) \, d\tau + p_0 = \frac{1}{6} j t^3 + \frac{1}{2} a_0 t^2 + v_0 t + p_0, \quad (5.4) \]

where \( \delta(t) \in [-1, 0, 1] \) is the only parameter that forms the desired states when the constant jerk \( j_c \), the maximum acceleration and cruise speed are given. It is recommended to use different values for the constant jerk depending on the direction of motion for vehicles with different dynamic characteristics and thrust forward and backwards. \( a_0, v_0 \) and \( p_0 \) are the initial acceleration, velocity and position, respectively. A move from A to B, as seen in Figure 5.1, consists of 3 main stages; the acceleration stage, the cruise stage and the deceleration stage. The acceleration stage is again made up of 3 segments; the positive jerk stage, the zero jerk stage and the negative jerk stage. The velocity is constant in the cruise stage. The deceleration stage can have 3 parts that are symmetrical to the acceleration stage. However, in a break maneuver, the zero jerk stage is avoided as seen in Figure 5.2a, to reduce the break distance. The corresponding acceleration must still be within the vehicle capabilities. The A to B maneuver with reference distance 1 m is aborted in the constant velocity stage and the final distance is less than 0.8 m.

The reference model must also deal with initial velocities and accelerations in case a new command is given while the previous is being executed. Figure 5.2b shows a case where the initial velocity is 0.5 m/s when the ROV is commanded to go 1 m further with cruise speed 0.3 m/s.

![Constant Jerk Reference Model](image)

(a) Constant jerk reference model aborted during execution.
(b) Constant jerk reference model from initial velocity.

Figure 5.2: Constant jerk reference models for brake maneuver and initial velocity.

For a A to B move the input to the reference model is a desired distance, cruise speed, maximum acceleration and the constant jerk magnitude. The function \( \delta(t) \) in (5.1) must
be specified in order to reach the cruise speed and to stop at the desired distance. For the case in Figure 5.1,

\[
\delta(t) = \begin{cases} 
1 & \text{if } t_0 < t < t_1, \\
0 & \text{if } t_1 \leq t < t_2, \\
-1 & \text{if } t_2 \leq t < t_3, \\
0 & \text{if } t_3 \leq t < t_4, \\
-1 & \text{if } t_4 \leq t < t_5, \\
0 & \text{if } t_5 \leq t < t_6, \\
1 & \text{if } t_6 \leq t,
\end{cases} \tag{5.5}
\]

where the duration of each stage, and hence switching times \( t_i \), are calculated from analytical expressions obtained by solving for \( t \) in (5.2), (5.3) and (5.4) for the maximum acceleration, cruise speed and partial distances, respectively.

### 5.1.2 Constant Jerk vs. Filter-based Reference Models

Another alternative, in the class of simple and easy to implement reference models, is the filter-based model. Low-pass filtering of reference signals can be used to generate a desired trajectory. It is convenient to use reference models motivated by the dynamics of the vehicle, such as a mass-damper-spring system [40]. A transfer function representing the filter-based reference model from reference signal to desired state is given as

\[
\frac{d_d}{d_{ref}}(s) = \frac{\omega_n^2}{s^2 + 2\zeta\omega_n s + \omega_n^2}, \tag{5.6}
\]

where \( d \) is the distance, \( \omega_n \) is the natural frequency of the mass-damper-spring system, and \( \zeta \) is the relative damping. Note that the maximum velocity in response to a step input can be very high, and \( \omega_n \) must be tuned depending on the magnitude of the reference step in order to give satisfactory performance. A method to enhance the performance of filter-based reference model is to saturate the velocity.

A comparison of the response to a unit step input for the constant jerk and the filter-based reference model is seen in Figure 5.3. The filter parameters are set so the final position is reached in approximately the same time and for velocities within the vehicle capabilities. The constant jerk model is set with constant jerk magnitude of \( j_c = 0.3 \text{ m/s}^3 \), maximum acceleration of \( a_m = 0.2 \text{ m/s}^2 \), and cruise speed of \( v_m = 0.3 \text{ m/s} \). The filter-based reference model from (5.6) is set with critical damping, \( \zeta = 1 \) and \( \omega_n = 1.5 \) in the original case and with \( \omega_n = 2 \) in the case with velocity saturation of 0.3 m/s.

The top plot in Figure 5.3 shows the desired speeds in response to a step input in the position of 1 m. Note that the maximum velocity in the filter-based case is much higher than for constant jerk. Hence more energy is consumed due to the quadratic damping of the ROV. Although not shown in the plot, the maximum acceleration in the original filter-based case is 2.2 m/s\(^2\). This might be feasible, but it causes unnecessary wear and tear on the thrusters. The maximum jerk is 220 m/s\(^3\) in the original filter case, about 1000 times greater than set in the constant jerk model. Adding velocity saturation to the
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Figure 5.3: Response to step input: constant jerk vs. filter-based reference model with and without velocity saturation.

The filter-based model improves the performance as the natural frequency can be increased to achieve a shorter deceleration stage without braking any speed limits of the vehicle. However, a basic saturation function causes the acceleration to be infinity when the saturation speed is reached. This is not feasible, and the kink in the desired speed profile can cause deteriorated performance when input to a closed-loop controller.

The bottom plot in Figure 5.3 shows the desired distances. The trajectory from the constant jerk reference model is the most sensible when the objective is to move from A to B. It has a steady pace that makes intuitive sense to the operator who is waiting for the ROV to reach the destination. The original filter-based model cover 90% of the reference distance in the first half of the move duration. The last 10% of the travel seems to take forever to an operator who thought the ROV was almost there. This is improved in the filter based model with velocity saturation, but the performance is still far behind the constant jerk reference model, which has the best performance.

5.1.3 Implementation and Considerations

The constant jerk reference model outputs a scalar desired state. Two scalar reference models are run in the implementation on a ROV with 4 or 6 DOF workspace. One for
the position vector $p \in \mathbb{R}^{3 \times 1}$ and one for the attitude vector $\Theta$. The process from the reference position vector to the desired position vector is seen in Figure 5.4. The first stage is to calculate the distance and bearing to the reference position. Second, the desired distance is calculated by the constant jerk scalar reference model. Last, the desired position vector is found from the bearing and desired distance. The content of the left and right boxes in Figure 5.4 are given in the following. For a ROV with 4 DOF workspace, the desired heading is produced using the scalar constant jerk reference model directly.

![Figure 5.4: Implementation of constant jerk reference model for a position vector.](image)

**Transformation**

The transformation for A to B maneuvers along a straight line is given here. Other maneuvers, such as going in circles, can be obtained with other transformations of the output from the scalar constant jerk reference model. The distance between the current position and reference position is calculated as

$$d_{ref} = \sqrt{(x_{ref} - x_0)^2 + (y_{ref} - y_0)^2 + (z_{ref} - z_0)^2}, \quad (5.7)$$

and the horizontal and vertical bearing angles $\alpha$ and $\gamma$, respectively are calculated as

$$\alpha = \text{atan2}(y_{ref} - y_0, x_{ref} - x_0), \quad (5.8)$$

$$\gamma = \arctan\left(\frac{-z_{ref} - z_0}{\sqrt{(x_{ref} - x_0)^2 + (y_{ref} - y_0)^2}}\right), \quad (5.9)$$

where $\text{atan2}$ is the 4-quadrant version of $\arctan$.

The desired position vector is calculated from the desired distance and bearing as

$$p_d(t) = R_p \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} d(t), \quad (5.10)$$

where $R_p$ is the rotation matrix from the path fixed frame to NED. $R_p$ is calculated from the bearing as

$$R_p = R_{p,z}(\alpha)R_{p,y}(\gamma),$$
where

\[ R_{p,z}(\alpha) = \begin{bmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad R_{p,y}(\gamma) = \begin{bmatrix} \cos \gamma & 0 & \sin \gamma \\ 0 & 1 & 0 \\ -\sin \gamma & 0 & \cos \gamma \end{bmatrix}. \]

Parameter Check

There are 4 parameters in the constant jerk reference model; \( j_c, a_m, v_m, \) and \( d_m \) which are the magnitudes of the constant jerk, maximum acceleration, cruise speed and travel distance, respectively. Not all combinations are valid. E.g. it is not possible to move 1 m with cruise speed of 5 m/s with maximum acceleration of only 0.2 m/s\(^2\). The reference distance is traveled before the cruise speed is reached.

This means the parameters must be checked and adjusted before the reference model is executed. This is done in an algorithm that runs whenever a new command is given. The cruise speed, in the example above, would have been reduced for short moves automatically.

Discrete-time Implementations

The constant jerk reference model is implemented by analytical functions. That is there are no numerical integrations that can cause drift of the desired position. However, the implementation runs on a computer with finite time steps. The jerk switching times, and end time, may be in between time steps for given \( j_c, a_m, v_m, \) and \( d_m \). A trick is done here where the solutions are also calculated for switching and end times that are in between time steps. This hybrid solution assures continuity and correctness of the desired state.

5.2 LOS for Fully Actuated ROV

A method to track lines between way-points is very useful in the overall guidance system for the ROV. The operator can plan the mission by setting way-points, desired speed and heading or control the latter two manually as the ROV goes from way-point to way-point automatically. As opposed to line-of-sight (LOS) for underactuated vessels, which is a steering law, the method for a fully actuated ROV outputs a desired velocity vector. Work on LOS with desired velocity vector can be found in [8]. The magnitude of the velocity vector (speed) can be controlled manually or by a reference model. The heading can be treated separately or it can be linked to the LOS algorithm in different ways as shown in this Chapter. A regular LOS algorithm for underactuated vessels is found in [40]. Work on optimal cross track control for underactuated underwater vehicles is found in [7] and [6]. The LOS algorithm is modified for underactuated underwater vehicles in [14] to compensate for ocean currents.

The main motivation for using a LOS scheme for ROVs is that the desired velocity vector can be tracked by a speed controller. This gives much smoother motions than when a position feedback controller is used to track a parameterized path.
The LOS scheme is given in a 2-D and 3-D version. The 3-D is more general as it includes depth. However, the 2-D version is useful when a separate altitude control is used or the depth needs to be manually controlled. This LOS scheme also provides a method for switching between way-points. The contributions are

- the modification of the classical LOS steering law to be applied on the velocity vector instead of heading.
- modes of complementary attitude and depth control for use with the proposed LOS guidance law.

### 5.2.1 2-D LOS

The guidance scheme for the fully actuated ROV is divided into the horizontal translational motions, depth and yaw. The LOS algorithm is used to produce a reference trajectory in the horizontal plane. The proposed LOS for fully actuated vehicles outputs a desired direction of the velocity vector. The vector magnitude, or speed, is treated separately.

**The 2-D LOS algorithm**

An ROV navigating between way-points \( p_k \) and \( p_{k+1} \) with the LOS algorithm is seen in Figure 5.5.

![Figure 5.5: 2-D LOS parameters.](image)

The bearing between two way-points \( p_k \) and \( p_{k+1} \) is given by \( \alpha_k \) as

\[
\alpha_k = \text{atan2}(y_{k+1} - y_k, x_{k+1} - x_k),
\]  

(5.11)
where \( \text{atan2} \) is the 4 quadrant version of \( \text{arctan} \). The horizontal ROV position in the NED frame is \( p = [x y]^T \). The position in the path fixed frame between way-point \( p_k \) and \( p_{k+1} \) is given by (5.12) as

\[
\varepsilon(t) = \begin{bmatrix} s(t) \\ e(t) \end{bmatrix} = R_{p,z}(\alpha_k)^T(p(t) - p_k), \tag{5.12}
\]

where

\[
R_{p,z}(\alpha_k) = \begin{bmatrix} \cos \alpha_k & -\sin \alpha_k \\ \sin \alpha_k & \cos \alpha_k \end{bmatrix}, \tag{5.13}
\]

\( s \) is the along track distance, and \( e \) is the cross track error. \( R_{p,z}(\alpha_k) \) is the rotation matrix from the path fixed frame to NED. \( s \) and \( e \) can be written out as

\[
s(t) = [x(t) - x_k]\cos(\alpha_k) + [y(t) - y_k]\sin(\alpha_k),
\]

\[
e(t) = -[x(t) - x_k]\sin(\alpha_k) + [y(t) - y_k]\cos(\alpha_k).
\]

The look-ahead distance, \( \Delta \), as seen in Figure (5.5), is set to a constant value or calculated as

\[
\Delta(t) = \sqrt{R^2 - e(t)^2}, \tag{5.14}
\]

where \( R \) is a constant radius. LOS with constant \( \Delta \) is called look-ahead-based steering and \( \Delta(t) \) for fixed \( R \) is called enclosure based steering. Decreasing the look-ahead distance, directly or via \( R \), give a more aggressive response, but may also cause instability.

The angle \( \chi_r \) is given by (5.15) and is used to calculate the bearing, \( \chi_d \), of the desired velocity vector as in (5.16).

\[
\chi_r = \text{arctan}\left(-\frac{e(t)}{\Delta(t)}\right), \tag{5.15}
\]

\[
\chi_d = \alpha_k + \chi_r. \tag{5.16}
\]

\( \dot{p}_d \) is the desired translational velocity vector in the NED frame. This is given by the desired speed \( U_d \) and is expressed as

\[
\dot{p}_d = R_{d,z}(\chi_d) \begin{bmatrix} 1 \\ 0 \end{bmatrix} U_d, \tag{5.17}
\]

where \( R_{d,z}(\chi_d) \) is the rotation matrix from the desired velocity fixed frame to the NED frame.
To get constant velocity parallel to the line between two way-points, $U_d$ can be calculated as

$$U_d = U_{il} \frac{1}{\cos(|\chi_r|)},$$

where $U_{il}$ is the along track velocity. Note that this can result in an oscillating vehicle speed if the cross track error varies a lot.

The output of the LOS algorithm is the desired surge and sway velocities of the ROV; $u_d$ and $v_d$. These are found by combining (5.17) and (5.19) to get the desired velocity in (5.20).

$$\dot{p}_d = R^n_b(\Theta_{nb})v_d,$$

$$v_d = R^n_b(\Theta_{nb})^T \dot{p}_d = R^n_b(\Theta_{nb})^T R_{d,z}(\chi_d) \begin{bmatrix} 1 \\ 0 \end{bmatrix} U_d,$$

where $\Theta_{nb} = [\phi \theta \psi]^T$ is the ROV attitude vector, $R^n_b$ is the rotation matrix from body to NED reference frame and $v_d = [u_d \ v_d]^T$ is the desired velocity vector in the body frame.

**Speed control**

The desired velocity $U_d$ can be controlled manually by an operator as the ROV moves between way-points or it can be assigned as a function of covered along track distance, $U_d(s)$. In the latter case, $U_d(s)$ will be produced by a reference model based on desired cruise speed and transient behavior, which should reflect the ROV capabilities. The proposed constant jerk reference model can be used to generate a desired speed trajectory for LOS guidance.

**Way-point switching**

A law for switching between way-points is proposed. The switching will occur when the covered along track distance is a length $r_s$ from the way-point $p_{k+1}$. The length of the line between way-point $p_k$ and $p_{k+1}$ is

$$l_k = \sqrt{(x_{k+1} - x_k)^2 + (y_{k+1} - y_k)^2}. $$

If $s > (l_k - r_s)$ then $k = k + 1$. $r_s$ is the radius of acceptance before switch to the next way-point, see Figure 5.5.

**Rotational DOFs**

A benefit with the proposed LOS for fully actuated vehicles is that the heading can be controlled independently of the path tracking. This enables many modes of operations that are useful for survey missions. Some possible modes are given next.
**5.2 LOS for Fully Actuated ROV**

**Parallel to line** The reference heading is the same as the bearing between way-points \( p_k \) and \( p_{k+1} \), \( \psi_{ref} = \alpha_k \). \( \psi_{ref} \) is fed into a reference model, e.g. constant jerk, to give a continuous desired heading \( \psi_d \) after switching to the next way-point.

**Free heading** In this mode the heading can be controlled by the operator via an input to a reference model. The heading is completely separate from the LOS algorithm in this case. The user interface can be a knob or the reference heading can be assigned with a keyboard.

**Towards next way-point** By setting the desired heading to \( \psi_d = \chi_d \), the LOS scheme is reduced to the steering law of the regular LOS for underactuated vehicles. This can be useful if the side thruster breaks down or if the cross flow for high surge velocity is so strong that the side thrust is severely reduced. To compensate for ocean currents in this case, the desired heading may be modified by including an integrator in \( \chi_r \), proposed by [13] as

\[
\chi_r = \arctan\left(\frac{-e(t) + \sigma_e e_{int}}{\Delta(t)}\right),
\]

\[
\dot{e}_{int} = \frac{\Delta e}{(e + \sigma_e e_{int})^2 + \Delta^2}.
\]

where the integral gain \( \sigma_e > 0 \) is a design parameter for the integrator \( e_{int} \).

**Towards current** If the ocean current is considerable, it may not be possible to hold an arbitrary heading while tracking a line between way-points. This will be a problem if the current is greater than the maximum ROV directional velocity capability. The desired heading must be changed so that it is possible to track the line in presence of current, but not more if the heading is also of interest. E.g. during a search along a lawnmower pattern, it is desirable to look in the direction of the line between way-points. However, with strong side current it is necessary to head towards the current if the surge velocity capability is the strongest. Perhaps a small change in heading will be sufficient to maintain tracking of the line while still being able to look ahead.

**Depth**

In the 2-D LOS scheme, the depth is controlled independently. This gives flexibility in the operation. A position controller is used to regulate depth, as opposed to velocity control in LOS for the horizontal motion. Some possible modes of depth control that are complementary to horizontal LOS are given next.

**Separate depth guidance** The way-points in the guidance block can also include a z coordinate, \( p_k = [x_k \ y_k \ z_k]^T \). The vertical motion is guided with a separate reference model which runs without further inputs from the operator.
Adjustable depth In this mode, the operator can control the depth as the ROV moves automatically in the horizontal plane. The operator sets a reference depth which is input to a reference model that generates a desired depth. This mode is useful during a search where an area is efficiently covered in a systematic way with the automatic x, y control. The operator can adjust the depth in order to get a close view of interesting features or a good overview.

Altitude control Altitude control is achieved by generating a desired depth. Automatic x, y control combined with altitude control is a nice feature for search and inspections. The reference altitude can be set in the mission plan or changed by the operator during tracking.

5.2.2 3-D LOS

Although, as seen for 2-D LOS, there are good reasons to keep the vertical motion separate from the horizontal guidance scheme. One of the reasons that this works well, is that the sea floor is often a flat surface with some irregularities. When close to vertical walls or overhangs, things are different. It is no longer possible to avoid impact by only controlling the depth. The mission must be planned in 3-D where all directions are equally important. For this, a 3-D LOS method is proposed.

The LOS algorithm for 3-D is mostly an extension of the 2-D version. The details of the extension are given in the following.

The 3-D LOS algorithm

![3-D LOS parameters](image)

The horizontal bearing between two way-points $p_k$ and $p_{k+1}$ is given by $\alpha_k$. The angle
from the horizontal plane to the line between two way-points is \( \gamma_k \) as seen in Figure 5.6. \( \alpha_k \) and \( \gamma_k \) are calculated from the elements in way-points \( p_k \) and \( p_{k+1} \) as

\[
\alpha_k = \tan^{-1}\left( \frac{y_{k+1} - y_k}{x_{k+1} - x_k} \right),
\]

(5.24)

\[
\gamma_k = \tan^{-1} \left( \frac{-z_{k+1} - z_k}{\sqrt{(x_{k+1} - x_k)^2 + (y_{k+1} - y_k)^2}} \right).
\]

(5.25)

The ROV position in the NED frame is \( p = [x \ y \ z]^T \). The position in the path fixed frame between way-points \( p_k \) and \( p_{k+1} \) is given as

\[
\varepsilon(t) = \begin{bmatrix} s(t) \\ e(t) \\ h(t) \end{bmatrix} = R_p^T (p(t) - p_k),
\]

(5.26)

where \( s \) is the along track distance, \( e \) is the cross track error in the path fixed \( x, y \) plane and \( h \) is the cross track error in the path fixed \( x, z \) plane. \( R_p \) is the rotation matrix from the path fixed frame to NED and is calculated as

\[
R_p = R_{p,z}(\alpha_k)R_{p,y}(\gamma_k),
\]

(5.27)

where

\[
R_{p,z}(\alpha_k) = \begin{bmatrix} \cos \alpha_k & -\sin \alpha_k & 0 \\ \sin \alpha_k & \cos \alpha_k & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

(5.28)

\[
R_{p,y}(\gamma_k) = \begin{bmatrix} \cos \gamma_k & 0 & \sin \gamma_k \\ 0 & 1 & 0 \\ -\sin \gamma_k & 0 & \cos \gamma_k \end{bmatrix}.
\]

(5.29)

The look-ahead distance, \( \Delta \), is set to a constant value or calculated as

\[
\Delta(t) = \sqrt{R^2 - e(t)^2 - h(t)^2},
\]

(5.30)

where \( R \) is a constant radius. LOS with constant \( \Delta \) is called look-ahead-based steering and \( \Delta(t) \) for fixed \( R \) is called enclosure-based steering. Decreasing the look-ahead distance, directly or via \( R \), give a more aggressive response.

The direction of the desired velocity vector in the NED frame is given by the angles \( \chi_d \) and \( \Gamma_d \) in (5.31) and (5.32), respectively. These angles are the rotations about the \( z \) and \( y \)-axis, respectively.
where $\chi_r$ is the angle between the desired velocity vector and the line between two way-points, see Figure 5.6.

$\dot{p}_d$ is the desired translational velocity vector in the NED frame. This is given by the desired speed $U_d$ and desired velocity direction as

$$\dot{p}_d = R_{d,z}(\chi_d)R_{d,y}(\Gamma_d) \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} U_d,$$

(5.34)

where $R_{d,z}(\chi_d)$ and $R_{d,y}(\Gamma_d)$ multiplied is the rotation matrix from the desired velocity fixed frame to the NED frame.

To get constant velocity parallel to the line between way-points, $U_d$ can be calculated as

$$U_d = U_{dl} \frac{1}{\cos(\chi_r)},$$

(5.35)

where $U_{dl}$ is the along track velocity.

The output of the LOS algorithm is the desired surge, sway and heave velocities of the ROV; $u_d$, $v_d$ and $w_d$. These are found by combining (5.34) and (5.36) to get the desired velocity in (5.37).

$$\dot{p}_d = R^n_b(\Theta_{nb})v_d,$$

(5.36)

$$v_d = R^n_b(\Theta_{nb})^T \dot{p}_d = R^n_b(\Theta_{nb})^T R_{d,z}(\chi_d)R_{d,y}(\Gamma_d) \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} U_d,$$

(5.37)

where $\Theta_{nb} = [\phi \theta \psi]^T$ is the ROV attitude vector, $R^n_b$ is the rotation matrix from body to NED reference frame and $v_d = [u_d \ v_d \ w_d]^T$ is the desired velocity vector in the body frame.

The speed control for $U_d$ is identical as for the 2-D case. The way-point switching is done as in 2-D, except the radius of a sphere is used as the switching criterion, instead of a circle. The attitude, or heading for 4-DOF workspace ROVs, is controlled independently as described for the 2-D LOS case.
5.3 Joystick in Closed-loop Control

Some ROV tasks, such as station keeping and trajectory tracking, can be automated by a closed-loop positioning control system. However, for tasks such as inspection of an unknown object or complex manipulation work, the desired trajectory is not known in advance, and must be decided by a pilot based on view from ROV cameras or other sensor data. In that case, the pilot should have an easy way of guiding the ROV without spending a lot of effort on the positioning control itself. The low level position control should be automated by a controller that compensates for the ROV dynamics and environmental loads.

Most ROVs are controlled by joysticks which are used to command the thrust. Automatic set-point control of heading and depth is the industry standard. Such basic use of the joystick means that the pilot spend a lot of effort on controlling the position and orientation of the ROV. He must compensate for the ROV dynamics, currents and other environmental loads. The joystick should merely be used to guide the ROV. This can be achieved by joystick in closed-loop control for all DOFs where joystick commands result in reference signals to a closed-loop controller. The result is improved performance of the ROV positioning and reduced stress on the pilot.

Previous work on joystick in closed-loop control of ROVs is found in [106], where the idea of relating joystick commands to different reference frames is introduced. The pilot can switch between body-fixed, earth-fixed, boundary-fixed and cylindrical reference frames to enhance performance and easiness of operation for various tasks.

Other fields where joysticks are used for direct or supervisory control are in flight control; [104], [34], ships; [40], heavy duty hydraulics; [77], bipeds; [15], [15], wheelchairs; [37], [20], surgery; [90] and cranes; [92], to mention some. As a human enters the control loop, it is necessary to model the operator as well as the real system. How the human works as a controller is a mature field of research. See e.g. [97], for early work in this field and [51] for more recent work on human adaptive mechatronics (HAM). To the knowledge of the author, except for the work of [106], there is little work on joystick for supervisory control for underwater vehicles in the literature.

The main contributions are

- a method for describing how joystick commands can be related to ROV motions and reference frames with coupled velocity constraints.
- Modifications to standard reference models to take into account that a human operator is in the control loop.
- Full scale experimental data from tests with NTNU’s ROV Minerva.

5.3.1 The Joystick and ROV

A joystick with 4 axes is used for control of a ROV with actuation in 4 DOFs. Figure 5.7 shows the joystick and the ROV body-frames. The joystick has axes \( x, y, z \), and \( w \). The \( z \)-axis is fixed to the stick and the \( w \)-axis to a lever. \( \phi^{j_s}, \theta^{j_s}, \psi^{j_s} \) are the rotations
of the stick about the $x$, $y$ and $z$-axis, respectively. $\gamma^{js}$ is the rotation of the lever about the $w$-axis. Positive directions are given by the arrows and are according to a right hand coordinate system. Thus, the joystick commands are given by the vector

$$\Theta^{js} = \begin{bmatrix} \phi^{js} & \theta^{js} & \psi^{js} & \gamma^{js} \end{bmatrix}^T. \quad (5.38)$$

It is more practical to work with normalized joystick commands than angles. The vector with normalized joystick commands is

$$\bar{\Theta}^{js} = \begin{bmatrix} \bar{\phi}^{js} & \bar{\theta}^{js} & \bar{\psi}^{js} & \bar{\gamma}^{js} \end{bmatrix}^T,$$

where $\bar{\phi}^{js}, \bar{\theta}^{js}, \bar{\psi}^{js}, \bar{\gamma}^{js} \in \mathbb{R} \subseteq [-1, 1]$.

The ROV body-fixed frame is seen to the right in Figure 5.7. $x, y, z$ is positive forward, starboard and down. The rotations $\phi, \theta, \psi$ are roll, pitch and yaw, respectively. The generalized 4 DOF position of the ROV and the velocity in the body-frame is given as

$$\eta = \begin{bmatrix} x & y & z & \psi \end{bmatrix}^T, \quad \nu = \begin{bmatrix} u & v & w & r \end{bmatrix}^T,$$

respectively. $x, y, z$ is the position in NED, and $\psi$ is the heading angle. $u, v, w, r$ are the surge, sway, heave and yaw velocities.

The 4 DOF resultant of the actuator forces are given by the vector

$$\tau = \begin{bmatrix} X & Y & Z & N \end{bmatrix}^T,$$

(5.41)
where $X, Y, Z$ are the forces in $x, y, z$ direction, and $N$ is the torque about the $z$-axis.

The joystick command vector must be related to a reference frame and the ROV dynamics. Some possible reference frames are the body-fixed frame, an earth-fixed frame (NED or a rotated frame), cylinder frame and boundary-fixed frame. The magnitude of joystick commands can be related to properties such as position, speed or thrust.

In the body fixed-frame, pushing the stick forward will increase the surge velocity, and pushing it sideways will control the sway velocity. This mode is intuitive for a pilot who has the ROV point of view from cameras during an operation. The body frame mode is the preferred mode for observation tasks when controlling the ROV in an unknown and unstructured environment. In the NED frame mode, stick forward will make the ROV go North while automatically maintaining its heading. Push the stick to the right and the ROV will go East. This mode is used when the pilot controls the ROV while looking at the position and heading on a chart plotter. In cylinder mode, the joystick commands relate to parameters in a cylindrical coordinate system. The origin is set by the pilot to be a given distance ahead of the ROV. Stick forward will make the ROV go towards the origin. Push the stick sideways and the ROV will move on a circle about the origin while the heading is controlled to point towards the center. This mode is very useful and efficient for inspection of an object of interest from all angles. A boundary-fixed frame is defined such that when the joystick is moved sideways, the ROV follows a trajectory parallel to the boundary while heading towards it. The stick can be moved forward to get closer to the boundary or backwards to increase the distance to the boundary. The boundary could for instance be a ship hull or a coral reef.

Relating joystick commands directly to position is not practical for translational DOFs as the possible space to move in becomes too constrained. It is more practical and intuitive to relate the commands to speed, thrust or a combination of these. By making the desired joystick speed, $\nu^{js}$, or thrust, $\tau^{js}$, proportional to joystick commands, it is possible to scale the proportion constants in order to do fine or coarse maneuvering. Alternatively, a quadratic mapping between joystick commands and velocity or thrust can be used for fine adjustments at low speed or thrust and course adjustments for higher values. The desired joystick velocity is noted $\nu^{js}$. This is to separate it from the desired velocity, $\nu_d$, which is input to the closed-loop controller. The relationship between the desired joystick velocity, $\nu^{js}$, and the joystick commands for the body-fixed frame is expressed as

$$
\nu^{js} = K^{\nu}_{js} T^{b}_{js} \Theta^{js},
$$

where $K^{\nu}_{js} \in \mathbb{R}^{4x4}$ is a diagonal scaling matrix for velocity, $T^{b}_{js} \in \mathbb{R}^{4x4}$ is the transformation matrix from the joystick reference frame to the ROV body-fixed frame. The elements of these matrices are seen in (5.43) as

$$
K^{\nu}_{js} = \begin{bmatrix}
K_u & 0 & 0 & 0 \\
0 & K_v & 0 & 0 \\
0 & 0 & K_w & 0 \\
0 & 0 & 0 & K_r
\end{bmatrix}, \quad T^{b}_{js} = \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{bmatrix}.
$$

(5.43)
Note that $T_{js}^b(3, 4)$ is negative for the joystick in Figure 5.7. It is more intuitive for the pilot that rotating the lever upwards makes the ROV rise towards the surface and not downwards which is the positive $z$-direction for the ROV.

A similar expression for relating joystick commands to thrust for the body-fixed frame is given as

$$\tau^{js} = K^\tau_{js} T_{js}^b \Theta^{js} \tag{5.44}$$

where $K^\tau_{js} \in \mathbb{R}^{4 \times 4}$ is a diagonal scaling matrix for thrust.

A quadratic mapping between joystick commands and desired joystick speed is obtained by using

$$K^{\nu^2}_{js} = \begin{bmatrix} K_u |\bar{\phi}^{js}| & 0 & 0 & 0 \\ 0 & K_u |\bar{\phi}^{js}| & 0 & 0 \\ 0 & 0 & K_u |\bar{\phi}^{js}| & 0 \\ 0 & 0 & 0 & K_r |\gamma^{js}| \end{bmatrix}, \tag{5.45}$$

instead of $K^\nu_{js}$ in (5.42). Quadratic thrust mapping is obtained likewise.

The joystick commands must be within the capabilities of the vehicle according to

$$\nu^{js} \leq \nu_{lim}, \tag{5.46}$$

where $\nu_{lim}$ is the maximum velocity of the vehicle and depends on the direction of $\nu$ due to hydrodynamical coupling effects. Figure 5.8 shows an example of surge and sway velocity capability plot for zero heave and yaw rate. $\nu_{lim}$ is seen as the closed curve. The enclosed area corresponds to the set of admissible velocity combinations, $\nu_{admissible}$.

The scaling matrix $K^{\nu}_{js}$ may be a function of the velocity vector to assure that the given commands correspond to admissible velocities.
5.3.2 Human-in-the-Loop

The overall goal of the joystick in closed-loop control is to provide an easy way of guiding the ROV in presence of environmental loads and ROV dynamics. A human in a outer feedback loop, as seen in Figure 5.9, can be difficult to analyze in a quantitative way. However, the interactions between the inner and outer feedback loop are important for the performance of the system. Whereas the inner control loop uses feedback from measurements of position and velocity, the operator mostly rely on visual feedback of position and velocity from cameras. The thrust calculated by the inner loop is a number based on quantitative measurements. Joystick commands are given based on the visual feedback. Note that the operator does not know what velocity or thrust a certain stick position corresponds to. But he expects the vehicle to go faster or slower for changes in joystick commands.

![Figure 5.9: Block diagram of control system with pilot and joystick in the control loop.](image)

It is important that the vehicle responds quickly to the joystick commands. Too much lag, and the operator feels out of control and keeps giving commands that the vehicle can not follow. This can cause pilot induced oscillations (PIO). PIO resulting from the complex interaction between the pilot behavior and vehicle dynamics has been a problem for aircraft since the Wright Brothers [73]. The topic has been studied for several decades, but it is still a problem that has caused aircraft crashes in modern times. A JAS 39 Gripen fighter crashed due to PIO during landing in Linkoping, Sweden in 1989. Aspects of PIO and human behavior is covered in [73]. Consequences are less severe for ROVs, and the problem is different from aircraft PIO in many ways. As the ROV pilot is not on-board the vehicle, acceleration cues do not affect PIO for ROVs. The ROV moves slowly and is stationary for large parts of many operations. Thus, it is important that the vehicle starts and stops quickly on the pilot command. If the pilot let go of the stick and the ROV keeps moving, he feels to be out of control.

For an operation mode where stick position corresponds to a desired velocity, the rate of change of stick position corresponds to vehicle acceleration. The vehicle acceleration is limited. An operator who is not aware of the ROV dynamics and limitations, may use fast changes in the joystick commands. That is, the joystick commanded velocity $\nu^{js}(t)$ in Figure 5.9 may not feasible. However, the desired trajectory output from the joystick module should be feasible to track for the closed-loop controller. But to limit PIO, the joystick module should exploit the bandwidth of the ROV and control system. It
is observed that new pilots use the stick in an on-off manner, either full speed or no speed. The slower dynamics of the ROV, the more severe on-off joystick use.

As the pilot is not on-board the vehicle, the lack of acceleration cues can be compensated by force feedback to the joystick. This is a method to teach the pilot about the vehicle dynamics and capabilities. The pilot will feel a resistive force when trying to give too quick commands. The goal is that the pilot shall only produce joystick commands that are feasible for the vehicle. This is a subject for further research and it has not been studied in the work with this thesis. Only methods as in Figure 5.9 are proposed here.

5.3.3 Joystick Reference Models and Control

Reference models and controller types for joystick without force feedback are presented next. The main objective of the joystick reference model is to produce a feasible trajectory for the ROV while minimizing PIO. The proposed filters are based on reference models presented in [40]. The filter-based reference model used in the joystick guidance system was also presented in Chapter 5.1, where its performance was compared with the proposed constant jerk reference model. However, the filter-based reference model is chosen here as joystick commands are changing continuously. The constant jerk reference model works for fixed reference inputs.

The input signal to the reference model, $\nu^{js}$, may be of an oscillating and unpredictable character depending on the pilot. With few assumptions on the behavior of $\nu^{js}$, a filter based reference model for position and velocity is proposed as a basis in (5.47) and (5.48) as

$$\dot{\eta}_d = R(\dot{\psi})\nu_d,$$

$$\ddot{\nu}_d + 2\Delta \Omega \dot{\nu}_d + \Omega^2 \nu_d = \Omega^2 \nu^{js},$$

where $\Delta > 0$ and $\Omega > 0$ are diagonal design matrices of relative damping ratios and natural frequencies:

$$\Delta = \text{diag} \{ \zeta_1, \zeta_2, \zeta_3, \zeta_4 \}$$

$$\Omega = \text{diag} \{ \omega_{n1}, \omega_{n2}, \omega_{n3}, \omega_{n4} \}.$$ (5.49)

In the following, three methods of combining reference models and control types are presented. The main concept of the different methods are

1. Speed reference model with position control of all DOFs.

2. Speed reference model with velocity control of surge and sway and position control of heave and yaw.

3. Thrust allocation for all DOFs with position set-point control of DOFs not activated by the joystick.
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Speed Reference, Position Control of all 4 DOFs

In this method, the joystick commands correspond to speed references. The joystick commands go through the filter in (5.52) to give a desired trajectory from (5.51). The trajectory is tracked using a position controller.

Reference Model

\[ \dot{\eta}_d = R(\psi)\nu_d, \]  

\[ \nu_d \left\{ \begin{array}{ll} 
\ddot{\nu}_{di} + 2\zeta_i \omega_{ni} \dot{\nu}_{di} + \omega_{ni}^2 \nu_{di} &= \omega_{ni}^2 \nu_{j^*i} & \text{if } \nu_{j^*i} \neq 0, \\
\nu_{di} &= \nu_{oi} e^{-a_i(t-t_0)} & \text{if } \nu_{j^*i} = 0, \quad |\nu_i| > \nu_{tol}^i, \\
\nu_{di} &= 0 & \text{if } \nu_{j^*i} = 0, \quad |\nu_i| \leq \nu_{tol}^i.
\end{array} \] (5.52)

where \( \nu_{oi} \) is the velocity of DOF number \( i \) when the corresponding joystick command becomes zero. \( a_i \) sets the rate of deceleration. \( t_0 \) is the time when the joystick command is set to zero. \( \nu_{tol}^i \) is a tolerance limit telling that the velocity is sufficiently close to zero to switch to set point regulation (DP).

The modification in (5.52) compared to (5.48) is that when the joystick command becomes zero, the desired velocity should go to zero as fast as feasible. This will give the pilot the sense that the ROV stops moving when he wants it to. This modification was done after sea trials when the standard reference model was first tested. The ROV typically kept on moving for several seconds after the stick was released. This was due to slow convergence towards zero (for all DOFs) for desired velocities from the reference model in (5.48). The convergence rates depend on the parameters in \( \Delta \) and \( \Omega \). The parameters were set to \( \zeta_i = 1 \) for \( i = 1, 2, 3, 4 \) to yield critical damping while \( 0.6 \leq \omega_{ni} \leq 0.8 \) for \( i = 1, 2, 3, 4 \) to give a quick response to joystick commands. A note is that even though the reference model behaves the same from zero to a desired velocity as from that desired velocity to zero, the pilot’s perception is not the same. If a forward joystick command is given, the pilot expects the ROV to start moving in that direction immediately. This is satisfied by the standard reference model as the desired velocity increases quickly to start with and the pilot sees the ROV moving. Assuming the joystick command is kept constant, it still takes a while before the desired velocity is reached. This is not a big problem as the pilot does not know exactly what velocity he commanded, and he can not really tell (from visual feedback) if the velocity is somewhat off the desired value. The problem occurs when he releases the stick. Then he expects the ROV to stop quickly. This is not the case if (5.48) is used. The ROV slows down considerably to begin with, but it keeps on moving for a while before the pilot perceives the ROV as standing still. This was the motivation for modifying the reference model for stops.

Position Controller

The desired trajectories are tracked by a position controller. This is denoted as \( \tau_i^{\text{pos}} \). In this case all DOFs are subject to position control, i.e.

\[ \tau_i = \tau_i^{\text{pos}}, \quad i = 1, 2, 3, 4. \] (5.53)
Position control compensates for currents and environmental forces in all directions. However, using position control to achieve a desired velocity can result in unnecessary oscillations, especially in surge and sway as acoustic positioning in these DOFs has slow update rates and possible high noise levels. An alternative method is needed as described next.

**Speed Reference, Speed/Position Control**

This method also use the speed reference model in (5.52). The difference is that a speed controller is used on surge or sway joystick commands and for the deceleration stage after the stick is released. This is expressed in (5.54) for \( i = 1, 2 \) (surge and sway) as

\[
\tau_i = \begin{cases} 
\tau_i^{\text{speed}} & \text{if } \nu_1^s \text{ or } \nu_2^s \neq 0, \\
\tau_i^{\text{speed}} & \text{if } \nu_1^s \text{ and } \nu_2^s = 0, \quad U > U_{\text{tol}}, \\
\tau_i^{\text{pos}} & \text{if } \nu_1^s \text{ and } \nu_2^s = 0, \quad U \leq U_{\text{tol}}, 
\end{cases}
\]  

(5.54)

where \( U = \sqrt{u^2 + v^2} \) and \( \tau_i^{\text{speed}} \) indicates that a speed controller is used. Position control is still in use when the stick is passive to ensure station keeping in presence of currents.

Position control is used for heave and yaw, i.e.

\[
\tau_i = \tau_i^{\text{pos}} \quad \text{if } \ i = 3, 4.
\]  

(5.55)

This method is better than the speed reference with position control, especially due to increased performance of desired velocity tracking in surge and sway. If e.g. a forward joystick command is given, it still compensates for sideways drifting as sway velocity is controlled to zero. However, there is no spring pushing it back on the desired track.

It is possible to use speed control in the commanded direction in combination with position cross-track error control. Guidance laws for parameterized paths can be found in [8]. The problem with joystick is that the desired path in the future is unknown to the control system. In that respect, one could argue that joystick in closed-loop control is similar to tracking of a moving target.

After some testing with this method, the conclusion is that the response is too slow to be satisfactory. Especially if the joystick commands are changing rapidly. The ROV has limited bandwidth, but the reference model used is not able to fully exploit this and the effective bandwidth becomes lower than necessary. A proposed solution to this is given in the following. Alternatively, other reference models may be considered.

**Thrust Reference, Thrust and Speed/Position Control**

The easiest way to get quick response and utilize the entire bandwidth of the ROV is to control the thrust directly. A very efficient and user friendly method is to use a joystick and thrust allocation. However, the pilot must compensate for vehicle dynamics and external forces. The proposed method is to use thrust allocation when a joystick command is given
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while the other DOFs are set-point regulated. When a joystick command is set to zero, a reference model is used to stop movement faster than by natural damping. As the ROV comes to a stop for the given DOF, a new desired value is set for set-point regulation. Again, surge and sway are treated differently than heave and yaw.

For $i = 1, 2$, the control strategy is given by (5.56). The control system goes into thrust allocation for horizontal motions if a surge or sway joystick command is given. For a passive stick, the reference model for deceleration is used in combination with a speed controller to stop the ROV quickly. The ROV goes into DP mode when the horizontal velocity is sufficiently close to zero.

$$\tau_i = \begin{cases} 
\tau_{ij} & \text{if } \nu_{ij}^{js} \neq 0, \\
\tau_{i\text{speed}} & \text{if } \nu_{ij}^{js} \text{ and } \nu_{ij}^{js} = 0, \quad U > U^{\text{tol}}, \\
\tau_{i\text{pos}} & \text{if } \nu_{ij}^{js} \text{ and } \nu_{ij}^{js} = 0, \quad U \leq U^{\text{tol}}.
\end{cases}$$ (5.56)

The same strategy is used for heave and yaw except there is no coupling and a position controller is used during the deceleration stage when the joystick command is set to zero. This is seen in (5.57) for $i = 3, 4$ as

$$\tau_i = \begin{cases} 
\tau_{ij}^{js} & \text{if } \nu_{ij}^{js} \neq 0, \\
\tau_{i\text{pos}} & \text{if } \nu_{ij}^{js} = 0, \quad |\nu_i| > \nu_i^{\text{tol}}, \\
\tau_{i\text{pos}} & \text{if } \nu_{ij}^{js} = 0, \quad |\nu_i| \leq \nu_i^{\text{tol}}.
\end{cases}$$ (5.57)

The main advantage with this method is that it gives direct control of the ROV while also being able to do station keeping in closed-loop control without further instructions from the pilot. The disadvantage is that there is no compensation for currents when surge or sway joystick commands are given. This issue could be solved by including position cross-track error control in combination with direct thrust in the commanded direction. This is a subject for future studies.

5.3.4 Joystick Experimental Results

Full scale experimental results from sea trials with the ROV Minerva are given. A Logitech Freedom 2.4 wireless joystick, as seen in Figure 5.7, is used in the experiments. The experiment was conducted to show the performance and to compare the proposed methods. Sea trials are very important as the human operator depends on visual feedback, which is challenging to reproduce in simulations. Other effects such as delays, coupled dynamics and nonlinear thruster characteristics affects the pilot’s perception of control. These are also difficult to model accurately in simulations.

Comparison and Performance of Joystick Control Methods

The three proposed methods are compared from tests where the wreck of a barge is inspected. The barge is about 20 m long with 4.5 m beam and is located East of Munkholmen in the Trondheimsfjord at ca. 32 m below the surface. The task in the tests is to swim
the ROV approximately 1.5 m above the contour of the wreck while heading tangentially to the wreck contour. Estimated states are obtained with the default model-based Kalman filter described in Chapter 4.

**Speed Reference, Position Control (1):** Figure 5.10a shows the ROV estimated, measured and desired positions and snapshots of the ROV outline for every 5th second during the test with speed reference and position control. The desired velocity and estimated velocity for surge during the test are seen in Figure 5.10b. Note that the surge velocity is oscillating about the desired velocity because position control, with feedback from the HiPAP system, is used to track the generated trajectory.

![Figure 5.10a: ROV position.](image1)

(a) ROV position.

![Figure 5.10b: Desired and estimated surge velocity.](image2)

(b) Desired and estimated surge velocity.

Figure 5.10: Joystick in closed-loop control with position mode (1).

**Speed Reference, Velocity Control (2):** Figure 5.11a shows the ROV estimated and measured positions during the test with speed reference and velocity control of surge and sway. The desired and estimated surge velocity are seen in Figure 5.11b. Note that the performance of the velocity control is much better than when position control is used, as expected.

![Figure 5.11a: ROV position.](image3)

**Thrust Allocation, Set-point Control (3):** Figure 5.12a shows the ROV estimated and measured positions during the test with thrust allocation for commanded DOFs. The estimated velocity is seen in Figure 5.12b. Note that the surge velocity is more oscillating compared to case (1) and (2) as the pilot must compensate for ROV dynamics and currents. The performance of case (3) depends highly on the pilot as well.

**Joystick Remarks**

The method with speed reference and speed control in surge and sway gave the best results of the tests presented in the paper. However, the thrust mode is the preferred method in moderate currents as it gives more direct control of the ROV. This is important if the
5.3 Joystick in Closed-loop Control

joystick commands are changing rapidly. These effects and the pilot’s perception are difficult to show with plots and figures.

Figure 5.11: Joystick in closed-loop control with speed mode (2).

Figure 5.12: Joystick in closed-loop control with thrust allocation mode (3).
Chapter 6

Altitude Control and Terrain Following

The altitude, which is the vertical distance from the ROV to the sea floor, should be automatically controlled in order to follow the terrain for survey tasks close to the sea floor. This requires that the sea floor is sensed by the control system, which again takes the appropriate actions to maintain a desired distance from the sea floor.

A method for sea floor geometry approximation in a local region beneath a ROV for use in altitude control is proposed. The method is based on DVL altitude measurements and ROV state estimates. The vehicle estimates are obtained by methods proposed in Chapter 4. The ROV altitude and sea floor gradient, which is obtained from the sea floor approximation, is used in a proposed guidance law for altitude control. The altitude control is executed via depth control.

This work on altitude control and terrain following contains two main scientific contributions, which contains several partial contributions as listed below.

- A method to locally approximate the sea floor geometry based on DVL measurements.
  - The derivation of the altitude rate of change.
  - A least squares approximation method of the sea floor geometry.
  - A proposed altitude observer which runs in cascade with the vehicle observer.
  - Definitions of errors norms to asses the performance of the proposed sea floor approximation method.

- A guidance law to control a desired altitude via depth control.
  - A feedforward term that gives the vertical velocity for altitude control.
  - A feedback law to regulate the horizontal speed during altitude control.
  - A method to follow a coarse contour of the sea floor (platforming).

Another contribution is that the proposed methods have been implemented in the control system described in Chapter 3 and experimental results, demonstrating the performance of the proposed methods, are given. The work in this Chapter has been presented in [28] and [29].
The proposed gradient based altitude estimation is inspired by the work of [12]. Other work on altitude control for ROVs can be found in e.g. [10], [11], and for AUVs in [81] and [105]. The close to sea floor altitude control problem is described in [69], and more results on the use of DVL for terrain navigation can be found in [1].

### 6.1 Altitude and the Sea floor Gradient

Figure 6.1 shows the ROV above the sea floor. The ROV position in the \{n\} frame, is \( p = [x_p, y_p, z_p]^T \). The NED velocity vector is \( \dot{p} \) and can be expressed as

\[
\dot{p} = R^n_b(\Theta_{nb})v, \tag{6.1}
\]

where \( \Theta_{nb} = [\phi, \theta, \psi]^T \) is the attitude vector, \( R^n_b(\Theta_{nb}) \) is the rotation matrix from \( \{b\} \) to \( \{n\} \), and \( v = [u, v, w]^T \) is the velocity vector in \( \{b\} \).

It is assumed that the sea floor can be expressed as the surface given by the following equation:

\[
F(x, y, z) = f(x, y) - z = 0, \quad \frac{\partial F}{\partial t} = 0, \tag{6.2}
\]

where \( F \) is a time invariant function with continuous first-order partial derivatives. That the sea floor is time invariant is normally satisfied unless there are underwater
avalanches or volcanic activity. The assumption on continuous first-order partial derivatives will be violated if there are sharp edges, e.g. underwater rocks and cliffs. Effects of these violations are discussed later. $F$ is an unknown function, but only the structure of $F$ (as in (6.2)) is important to be known for the method of altitude estimation proposed in this paper.

### 6.1.1 Altitude

The altitude of the ROV is given by the following definition.

**Definition 6.1.1.** The altitude is the length of the vector from the center of origin (CO) of the ROV to the point on the sea floor with the same horizontal coordinates as the CO.

The ROV depth, $z_p$, is the vertical distance from the sea surface to the CO of the ROV. This should not be confused with the water depth or altitude. The altitude vector is expressed as

$$ a = r_a - p = \begin{bmatrix} x_p \\ y_p \\ f(x_p, y_p) \end{bmatrix} - \begin{bmatrix} x_p \\ y_p \\ z_p \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ f(x_p, y_p) - z_p \end{bmatrix}, \quad (6.3) $$

where $r_a$ is the NED position of the point on the sea floor below the CO of the ROV, see Figure 6.1. According to the proposed Definition 6.1.1, the altitude is the length of (6.3) and is written as

$$ a = f(x_p, y_p) - z_p = F(x_p, y_p, z_p). \quad (6.4) $$

It is seen from (6.4) that the altitude can be expressed by the same function $F$ as the sea floor, when $F$ is evaluated at the ROV position. Note that the altitude is completely given by the ROV position as the sea floor is time-invariant. These facts are used to find an expression for the altitude rate of change.

### 6.1.2 Altitude Rate of Change

The altitude rate of change is given in Proposition 6.1.1 and is valid for motions in 6 DOFs.

**Proposition 6.1.1.**

$$ \dot{a} = \nabla F(p) \cdot \dot{p}, \quad (6.5) $$

where $\nabla F(p) = \left[ \frac{\partial f}{\partial x} \bigg|_{x_p, y_p}, \frac{\partial f}{\partial y} \bigg|_{x_p, y_p}, -1 \right]$ is the gradient vector of (6.2) evaluated at the horizontal position $(x_p, y_p)$ of the ROV. The proof of (6.5) is given in the following.
Proof 6.1.1. An expression for the altitude rate of change is given in (6.7) using partial derivatives of \( a \) and the chain rule.

\[
\dot{a} = D_t a(p(t)) = D_t \left[ a(x_p(t), y_p(t), z_p(t)) \right] \\
= \frac{\partial a}{\partial x_p} \cdot \frac{dx_p}{dt} + \frac{\partial a}{\partial y_p} \cdot \frac{dy_p}{dt} + \frac{\partial a}{\partial z_p} \cdot \frac{dz_p}{dt}.
\]

(6.6)

By using (6.4) in (6.7), the altitude rate of change becomes

\[
\dot{a} = \frac{\partial f}{\partial x_p} \cdot \frac{dx_p}{dt} + \frac{\partial f}{\partial y_p} \cdot \frac{dy_p}{dt} - \frac{dz_p}{dt}.
\]

(6.7)

According to Definition 6.1.1, \( x = x_p \) and \( y = y_p \) in the function \( f \) in (6.2) and (6.4). Then \( \frac{\partial f}{\partial x} \bigg|_{x_p,y_p} = \frac{\partial f}{\partial x} \bigg|_{x_p,y_p} \) and \( \frac{\partial f}{\partial y} \bigg|_{x_p,y_p} = \frac{\partial f}{\partial y} \bigg|_{x_p,y_p} \), indicating that the partial derivatives are evaluated at \( x = x_p, y = y_p \). Using this, the altitude rate of change in (6.8) becomes

\[
\dot{a} = \left[ \frac{\partial f}{\partial x} \bigg|_{x_p,y_p}, \frac{\partial f}{\partial y} \bigg|_{x_p,y_p}, -1 \right] \cdot \begin{bmatrix} \dot{x}_p \\ \dot{y}_p \\ \dot{z}_p \end{bmatrix} = \nabla F(p) \cdot \dot{\mathbf{p}},
\]

(6.9)

where it was used that \( \nabla F = \left[ \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, -1 \right] \) if \( F = F(x, y, z) = f(x, y) - z = 0 \), [33]. This completes the proof of (6.5).

Eq. (6.5) written out as in (6.10) shows how the altitude rate of change is related to the sea floor from the gradient vector, and to the ROV attitude and velocity vector.

\[
\dot{a} = \left[ \frac{\partial f}{\partial x} \bigg|_{x_p,y_p}, \frac{\partial f}{\partial y} \bigg|_{x_p,y_p}, -1 \right] R_{\mathbf{n}}^{\mathbf{b}}(\Theta_{nb}) \begin{bmatrix} u \\ v \\ w \end{bmatrix},
\]

(6.10)

where \( \Theta_{nb} \) and \( v \) are measured or estimated from a vehicle observer as \( \hat{\Theta}_{nb} \) and \( \hat{v} \) as shown in Chapter 4. The gradient vector, \( \nabla F(p) = \left[ \frac{\partial f}{\partial x} \bigg|_{x_p,y_p}, \frac{\partial f}{\partial y} \bigg|_{x_p,y_p}, -1 \right] \) is approximated from the DVL altitude measurements as shown in Chapter 6.3.

6.2 DVL Measurements

The DVL is used to measure the ROV velocity through water or over the sea floor and to measure the altitude. This section explains the geometry of the DVL’s acoustic beams in a Janus configuration and the transformation from the DVL fixed frame, \( \{d\} \), to \( \{b\} \) and \( \{n\} \) for use in the sea floor approximation method.
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6.2.1 DVL Beams and Kinematics

A typical DVL has 4 acoustic beams in a Janus configuration. The \( j^{th} \) DVL beam with its parameters is shown in Figure 6.2a. The \( j^{th} \) beam is represented by the vector \( \mathbf{r}_d^j \) in (6.11) and goes from the DVL to the sea floor.

\[
\mathbf{r}_d^j = \begin{bmatrix} x_d^j \\ y_d^j \\ a_d^j \end{bmatrix} = a_d^j \begin{bmatrix} \tan(\gamma_j) \cos(\beta_j) \\ \tan(\gamma_j) \sin(\beta_j) \\ 1 \end{bmatrix}, \tag{6.11}
\]

where \( \gamma_j \) is the angle of the \( j^{th} \) beam from the DVL z-axis, and \( \beta_j \) is the angle from the x-axis. \( a_d^j \) is the vertical component of \( \mathbf{r}_d^j \). \( \mathbf{r}_d^j \) is expressed in terms of \( a_d^j \) and the constant angles \( \beta_j \) and \( \gamma_j \). \( a_d^j \) is an output measurement from the DVL, and the vector with all 4 altitude measurements is noted \( \mathbf{a}_d \).

6.2.2 Transformation of Beams

\( \mathbf{r}_d^j \) is transformed and shifted to \( \{b\} \) in (6.12) and transformed to \( \{n\} \) in (6.13). The first transformation and shift are illustrated in Figure 6.2b.

\[
\mathbf{r}_b^j = R^b_d(\Theta_{bd})\mathbf{r}_d^j + \mathbf{r}_{dvl/b}^b, 
\]

\[
\mathbf{r}_n^j = R^n_b(\Theta_{nb})\mathbf{r}_b^j, 
\tag{6.13}
\]

where \( \Theta_{bd} \) is the orientation of \( \{d\} \) relative to \( \{b\} \). \( \mathbf{r}_{dvl/b}^b \) is the vector from the CO of the ROV to the center of the DVL expressed in \( \{b\} \).
The result of this section is the 4 vectors from the ROV CO to the sea floor given in \( \{ n \} \) as

\[
\mathbf{r}_{j}^{n} = \begin{bmatrix} x_{j}^{n} \\ y_{j}^{n} \\ a_{j}^{n} \end{bmatrix}, \quad j = 1, 2, 3, 4. \tag{6.14}
\]

This is used to approximate the sea floor geometry locally under the ROV.

## 6.3 Sea Floor Approximation by Use of a DVL

Information about the sea floor is needed in order to follow the terrain. This section presents methods for approximation of the sea floor geometry beneath the ROV by use of a DVL’s altitude measurements. The most important result is an approximation of the ROV altitude and the sea floor gradient. The idea is to find a local approximation of the sea floor, as a function \( F(x, y, z) = f(x, y) - z = 0 \), based on the 4 points where the DVL beams intersect the sea floor as seen in Figure 6.3.

![Figure 6.3: The DVL beams (red) and the linear sea floor approximation (white) using 3 of 4 beams. Approximated altitude (blue) and gradient vector (green).](image)

### 6.3.1 Basic Linear Approximation

A linear approximation of the sea floor requires 3 points. The linear sea floor function is \( f(x, y) = a + bx + cy \), where the coefficients are found from 3 of the DVL altitude measurements.
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measurements. When 4 measurements are available, 4 different approximations can be calculated by different combinations of 3 of 4 beams. However, one of the approximations must be selected for use. It is advised to use the combination which gives the most preview while going forward as the forward looking beam will give some collision avoidance feature. In the following, the origin is at the CO of the ROV. The intersection point between a DVL beam and the sea floor is \( r_j \). The sea floor approximation using 3 beams is found by solving the system (6.15) to obtain the coefficients \( a_j, b_j, c_j \).

\[
\begin{bmatrix}
1 & x^n_j & y^n_j \\
1 & x^n_{j+1} & y^n_{j+1} \\
1 & x^n_{j+2} & y^n_{j+2}
\end{bmatrix}
\begin{bmatrix}
a_j \\
b_j \\
c_j
\end{bmatrix}
= 
\begin{bmatrix}
a^n_1 \\
a^n_{j+1} \\
a^n_{j+2}
\end{bmatrix}.
\tag{6.15}
\]

From a combination of 3 beams, the \( j^{th} \) approximation of the sea floor is \( z^{CO}_j = a_j + b_j x + c_j y \), where \( z^{CO}_j \) is the sea floor geometry in a frame parallel to \( \{n\} \) with origin in the CO of the ROV. Note that the approximated altitude of the ROV is \( a_j \) and the corresponding approximated sea floor gradient vector is

\[
\nabla F\bigg|_j = \left[ \frac{\hat{\partial f}}{\partial x} \bigg|_j, \frac{\hat{\partial f}}{\partial y} \bigg|_j, -1 \right],
\tag{6.16}
\]

\[
\frac{\hat{\partial f}}{\partial x} \bigg|_j = b_j, \quad \frac{\hat{\partial f}}{\partial y} \bigg|_j = c_j,
\tag{6.17}
\]

where \( (\hat{\cdot}) \) is used to denote the approximated gradient vector. Figure 6.3 shows the DVL beams (red arrows), and the white plane is one of the 4 basic linear approximations of the sea floor. The green arrow is the approximated gradient vector, and the blue arrow is the approximated altitude.

### 6.3.2 Least Squares Approximation

A least squares approximation of the sea floor is proposed to use all information provided by the DVL’s 4 altitude measurements. As before, \( f(x, y) = a + bx + cy \), but the object function

\[
\sum_{j=1}^{4} \left[ a^n_j - (a + bx^n_j + cy^n_j) \right]^2,
\tag{6.18}
\]

is minimized. The system \( Ax = b \) is

\[
\begin{bmatrix}
1 & x^n_1 & y^n_1 \\
1 & x^n_2 & y^n_2 \\
1 & x^n_3 & y^n_3 \\
1 & x^n_4 & y^n_4
\end{bmatrix}
\begin{bmatrix}
a \\
b \\
c
\end{bmatrix}
= 
\begin{bmatrix}
a^n_1 \\
a^n_2 \\
a^n_3 \\
a^n_4
\end{bmatrix}.
\tag{6.19}
\]
where $x = [a, b, c]^T$, and is found by solving the normal system $A^T Ax = A^T b$ in order to minimize (6.18), [32]. The least squares approximation of the sea floor geometry is given by (6.20) as

$$
\hat{z}_{CO} = a + bx + cy,
$$

(6.20)

where $\hat{z}_{CO}$ is the approximated geometry of the sea floor in a frame parallel to $\{n\}$ with origin in the CO of the ROV. As in Section 6.3.1, the ROV altitude and sea floor gradient vector directly under it is found from the coefficients $a, b$ and $c$.

### 6.3.3 Combination Methods for Sea Floor Approximation

Although the least squares method provides the best linear approximation in the sense that (6.18) is minimized, it should be noted that the main reason for the sea floor approximation is to enable altitude control and terrain following. That is, judgment of the different approximation methods must take into account that an approximated altitude greater than the true altitude is worse than vice versa as the ROV could risk to collide with the sea floor. With this in mind, a third method of linear approximation is proposed. The idea is to use the lowest DVL altitude measurement as a conservative approximation of the ROV altitude and use the gradient from the least squares method. That is, the approximated sea floor geometry in a frame parallel to $\{n\}$ with origin in the CO of the ROV is given by (6.21) as

$$
\hat{z}_{CO} = a_{min} + bx + cy,
$$

(6.21)

where $a_{min}$ is the lowest DVL altitude measurement.

### 6.3.4 Higher Order Methods for Sea Floor Approximation

A higher order approximation of the sea floor requires more measurement points than provided by the DVL’s 4 beams. This can be achieved by e.g. a multibeam sonar or by windowing several DVL altitude measurements as the ROV moves over the sea floor. The windowing method requires position measurement of the ROV as the sea floor can no longer be expressed in a local ROV coordinate system. That means the errors associated with the positioning system will enter the sea floor approximation as well. This is a subject for further research.

### 6.4 Sea Floor Roughness and Approximation Validity

The DVL beam angles are constant so the footprint of the DVL increases with altitude. Hence, the validity of the linear approximation of the sea floor depends on both the sea floor roughness and the ROV altitude. It is difficult to characterize the sea floor roughness
by a simple metric and find a tolerance on the approximation error that is acceptable for use in altitude control. However, a generalization using error norms will provide information about what kind of terrain the method is suitable for. The roughness of the sea floor can be described in terms of amplitude and periods of dominating terrain features. Rugosity is used as a measure for the sea floor roughness. If a chain is laid in a straight line on the sea floor, the ratio of the chain length, \( L_{\text{chain}} \), to the euclidean distance between the two end links, \( D_{\text{chain}} \), is the rugosity, \( r_{\text{chain}} \), of that transect, [43]. The rugosity of a surface, e.g. a sea floor, is the ratio of the area of a carpet draped over the sea floor, \( A_{\text{carpet}} \), to the carpet’s orthogonal footprint \( A'_{\text{carpet}} \). \( r_{\text{chain}} \) and \( r_{\text{carpet}} \) are given in (6.22) as

\[
 r_{\text{chain}} = \frac{L_{\text{chain}}}{D_{\text{chain}}}, \quad r_{\text{carpet}} = \frac{A_{\text{carpet}}}{A'_{\text{carpet}}}. \tag{6.22}
\]

The DVL altitude measurements are sensitive to the steepness of the sea floor. If the slope of the sea floor is larger than the angle between the horizontal plane and the DVL beams, 1 or 2 DVL altitude measurements will drop out depending on the DVL heading. Figure 6.4 shows a DVL with a 4 beam Janus configuration where \( \gamma_j = 30 \) deg for all beams above a sea floor with slope of 80 degrees where 1 beam does not intersect with the sea floor. Note that the remaining 3 beams give a good approximation of the very steep sea floor. If the sea floor is discontinuous or has sharp edges, i.e. the assumption of continuous first-order partial derivatives is violated, the approximated sea floor will be filtered with the proposed method given in Section 6.3.2. Cliffs will look more like ramps and edges will be smoothed. Thus, the approximation method as proposed here, can be used for altitude control over rough terrain as well.

### 6.4.1 Errors and Norms for Validation of the Sea Floor Approximation Method

The following errors and norms are defined in order to assess the performance of the sea floor approximation methods.

The instantaneous absolute altitude and gradient approximation errors are defined as

\[
\tilde{\alpha}_e = a - \hat{a}, \tag{6.23}
\]

\[
\nabla F = \|\nabla F - \nabla F\|, \tag{6.24}
\]

\[
\cos \theta = \frac{\nabla F \nabla F^T}{\|\nabla F\| \|\nabla F\|}, \tag{6.25}
\]

where \( \tilde{\alpha}_e \) is the altitude approximation error, \( a \) is the true altitude and \( \hat{a} \) is the approximated altitude. \( \nabla F \) is the gradient error and \( \|\cdot\| \) is a vector length. \( \theta \) is the angle between the approximated and true gradient vector. The standard deviation of a series of absolute errors are noted \( \sigma_{\tilde{\alpha}_e} \), \( \sigma_{\nabla F} \) and \( \sigma_\theta \).

The instantaneous relative altitude and gradient approximation errors are defined as
Figure 6.4: Too steep terrain for all DVL beams. One of the beams does not intersect with the sea floor but the remaining 3 beams give a good sea floor approximation.

\[ \tilde{a}_{er} = \frac{a - \hat{a}}{a}, \]  
\[ \nabla F_r = \frac{||\nabla F - \hat{\nabla} F||}{||\nabla F||}. \]  

The standard deviation of a series of relative errors are noted \( \sigma_{\tilde{a}_{er}} \) and \( \sigma_{\nabla F_r} \).

The total absolute \( L^2 \) error norms are

\[ ||\tilde{a}_e||_2 = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \tilde{a}_e^2 d\tau}, \]  
\[ ||\nabla F||_2 = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \nabla F^2 d\tau}, \]  
\[ ||\theta||_2 = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \theta^2 d\tau}, \]  

where \( t_0 \) and \( t_f \) are the start and end time respectively.

The total relative error norms are similarly

\[ \sigma_{\tilde{a}_{er}} = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \tilde{a}_{er}^2 d\tau}, \]  
\[ \sigma_{\nabla F_r} = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \nabla F_r^2 d\tau}. \]
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\[
||\tilde{a}_{er}||_2 = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \tilde{a}_{er}^2 d\tau}, \quad (6.31)
\]
\[
||\tilde{\nabla} F_r||_2 = \sqrt{\frac{1}{t_f - t_0} \int_{t_0}^{t_f} \tilde{\nabla} F_r^2 d\tau}. \quad (6.32)
\]

The reason for using both absolute and relative errors is that as the altitude increases, a higher tolerance on the absolute approximation error is acceptable for use in altitude control. Thus the absolute errors and norms show how the approximation accuracy deteriorates with increased altitude due to a larger DVL footprint. The relative error is useful to indicate if the sea floor approximation is sufficiently accurate to be used in altitude control. It should be noted that the true altitude and gradient must be known in order to calculate these errors. Hence, this is for use in simulations only, but it gives indications about what terrain and which altitudes the sea floor approximation methods are suitable for use in altitude control.

6.4.2 Approximation Modes

The performance of the approximation methods can be evaluated in three different modes of operation. These are (i) constant depth, (ii) exact constant altitude, and (iii) altitude control from a guidance law based on the approximated sea floor geometry. The first method has varying performance as the altitude can vary a lot over rugged terrain when the depth is constant. The second is of theoretical importance only as the sea floor geometry must be known and its contour followed exactly. However, this mode gives a good indication of the accuracy of the sea floor approximation for different altitudes over rugged terrain. In the third mode, the true altitude may vary as the altitude control is influenced by the approximation errors, dynamics of the guidance law and the depth controller. The ROV dynamics and bandwidth limitations are not considered in this analysis, but will complicate the problem further in a real implementation as the desired trajectory is obtained through closed-loop control.

Example: Exact Altitude over Rugged Terrain

This example shows the performance of the least squares linear approximation method by use of a DVL with 4 beams in a Janus configuration where \( \gamma_j = 30 \) degs for all beams and \( \beta_j = 0, 90, 180, 270 \) degs for \( j = 1, 2, 3, 4 \). The ROV moves horizontally 40 m straight forward while the altitude is exactly 2 m as seen in Figure 6.5. The red arrows shows a snapshot of the DVL beams, the green arrows are the true gradient vectors along the transect, and the blue arrows are the approximated gradient vectors. The area-based rugosity of the sea floor in Figure 6.5 is \( r_{\text{carpet}} = 1.42 \), and the chain tape rugosity along the transect is \( r_{\text{chain}} = 1.22 \). This indicates a fairly rugged terrain. The sea floor profile \( (z_{sf}) \) of the transect is seen in the top plot in Figure 6.6a together with the profile of the approximated sea floor \( (\tilde{z}_{sf} = \tilde{z} + \tilde{a}) \) and the ROV trace \( (z) \). The lower plot shows
Table 6.1: Altitude and gradient approximation $L^2$ error norms with altitude, 1-5 m.

<table>
<thead>
<tr>
<th>$a$ [m]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td></td>
<td>\tilde{a}_e</td>
<td></td>
<td>_2[m]$</td>
<td>0.0636</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>\tilde{a}_{er}</td>
<td></td>
<td>_2[-]$</td>
<td>0.0636</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>\nabla F</td>
<td></td>
<td>_2[-]$</td>
<td>0.1962</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>\nabla F_r</td>
<td></td>
<td>_2[-]$</td>
<td>0.0886</td>
</tr>
<tr>
<td>$</td>
<td></td>
<td>\theta</td>
<td></td>
<td>_2[rads]$</td>
<td>0.0736</td>
</tr>
</tbody>
</table>

the approximation error, $\tilde{a}_e$, and the tracking error $\tilde{a}$, which is zero as the approximation mode for constant altitude (ii) is used. Note that the largest approximation error of the sea floor occurs as the ROV goes over the ridge (ca. $N=2$ m) and one of the DVL beams does a jump in magnitude. The approximated sea floor gets a spike even though the sea floor is smooth. This can happen if the terrain has slope larger than the angle between the horizontal plane and the DVL beams (60 degrees) or if the sea floor is discontinuous, e.g. for cliffs.

The true and approximated sea floor slopes are seen in the top plot in Figure 6.6b. The gradient approximation error is seen in the lower plot.

The simulated altitude run is done over the same transect as seen in Figure 6.5 with altitudes of 1, 2, 3, 4 and 5 m as well. The expected increase in the $L^2$ approximation error norms with altitude is seen in Table 6.1, which shows the error norms as calculated from 6.28, 6.29, 6.30, 6.31, and 6.32 for exact constant altitudes from 1 to 5 m. Note that the absolute altitude norms increase faster than the relative altitude error norms with altitude. However, an increase in the approximation errors with increased altitude is less critical since the risk of collision is reduced at higher altitudes. Increasing the altitude gives a form of low-pass filter effect on the approximated sea floor geometry. The gradient error also increases with altitude in this case. Most of the increase in the error norms is from the part where the ROV moves over the center ridge.

### 6.5 Altitude Estimation

The previous sections considered how to use the DVL to approximate the sea floor based on the DVL beams and geometry. As these are acoustic beams, the measurements are affected by noise. Although the noise is reduced by the proposed least squares approximation method, the approximated altitude can be discontinuous. This is the case if the ROV runs off a cliff. To assure a continuous and smooth estimated altitude suited for feedback to the depth guidance law, an altitude observer is proposed.

This section propose an observer for altitude estimation where the approximated altitude and altitude rate of change obtained from the DVL beam measurements are inputs. As the expression for altitude rate of change also involves the estimated states of the vehicle, this observer runs in cascade with the vehicle observer. The vehicle observers are
Figure 6.5: ROV over rugged terrain; sea floor approximation along a transect. Snapshot of DVL beams (red), approximated gradient vectors (blue) and true gradient vectors (green).

Figure 6.6: ROV over rugged terrain. Sea floor geometry approximation.

given in Chapter 4. However, the altitude observer itself is a pure kinematic observer with position and velocity as inputs. Figure 6.7 shows the signal flow to the kinematic altitude observer. The vehicle observer outputs the estimated generalized position and velocity, \( \hat{\eta} = [\hat{p} \ \hat{\Theta}]^T \), \( \hat{\nu} = [\hat{v} \ \hat{\omega}]^T \), where \( \omega = [p \ q \ r]^T \) is the turn rate vector for roll, sway and yaw respectively. \( \alpha^d \) is the vector with the 4 DVL beam altitude measurements as given in Section 6.2, \( \alpha_m \) is the approximated altitude obtained from one of the sea floor
approximation methods, or an altimeter. \( \dot{a}_m \) is the altitude rate of change obtained from (6.10) with the estimated vehicle states. \( \hat{a} \) is the estimated altitude.

![Diagram of the altitude observer in cascade with the vehicle observer.](image_url)

Figure 6.7: The altitude observer in cascade with the vehicle observer.

The measurement equations for the altitude observer are given as

\[
\begin{align*}
\dot{a}_m(k) &= a(k) + v(k), \\
\dot{\hat{a}}_m(k) &= \dot{\hat{a}}(k) + w(k),
\end{align*}
\](6.33)  
\](6.34)

where \( w(k) \) and \( v(k) \) are noise processes.

Using the Euler integration method, the discrete time control plant model (CPM) equations are given as

\[
\begin{align*}
a(k + 1) &= a(k) + \dot{a}(k)h \\
&= a(k) + \dot{a}_m(k)h - w(k)h, \\
y(k) &= a_m(k) \\
&= a(k) + v(k),
\end{align*}
\](6.35)  
\](6.36)  
\](6.37)  
\](6.38)

where \( h \) is the time step.

The CPM equations are reformulated to the notation used in [40] in (6.39) and (6.40) as

\[
\begin{align*}
x(k + 1) &= \Phi x(k) + \Delta u(k) + \Gamma w(k), \\
y(k) &= H x(k) + v(k),
\end{align*}
\](6.39)  
\](6.40)

where \( x = a_m, u = \dot{a}_m, \Phi = 1, \Delta = h, \Gamma = -h, H = 1 \). An observer made by copying the dynamics in (6.39) and (6.40) should be used to estimate the altitude. A Kalman filter is used in the implementation of the altitude observer in the control system described in Chapter 3.
6.6 Guidance Laws for Altitude Control

Guidance laws for altitude control are proposed in the following. These guidance laws are part of the guidance system for the motion control system in Chapter 3, together with the guidance methods proposed in Chapter 5. First, definitions of altitude control are given, and control objectives are formulated.

**Definition 6.6.1.** In altitude control, the vehicle depth is controlled to obtain a desired altitude while the horizontal trajectories are controlled independently.

### 6.6.1 Control Objectives for Altitude Control

The main control objective during altitude control is to follow a fine or coarse contour of the sea floor. It is also important to avoid collision with the sea floor. As the vehicle has limited bandwidth in heave, it is not possible to follow any sea floor contour at any speed. This leads to two different ways of approaching the altitude control problem. (i) Fine contouring is achieved by regulation of the horizontal velocities so the desired heave velocity is within the vehicle's capabilities. (ii) Coarse contouring or platforming is achieved by filtering the sea floor contour to be tracked so the vehicle can run at constant horizontal velocity without exceeding the vehicle's limitation for vertical motions. Figure 6.8 shows the two approaches. The black line is the rugged sea floor profile, the blue and red lines are the ROV vertical trajectories during altitude control based on objective (i) fine contouring (blue) and (ii) platforming (red).

### 6.6.2 Guidance Law for Altitude Control

Depth measurements are usually more reliable than altitude measurements. As depth is a state the ROV, altitude control should be obtained via a depth reference to a depth controller. This choice is also a stability concern as the depth of the ROV is always continuous but the altitude can be discontinuous. Therefore, the altitude should not be directly input to a feedback position controller. A general guidance law for the depth
reference to obtain a desired altitude is presented in this section. Modifications needed to satisfy the control objectives (i) and (ii) for altitude control are then proposed. The relationship between the ROV motions, the sea floor gradient and the altitude rate of change is given in (6.10). This can be exploited in a feedforward term in the guidance law by setting (6.10) equal to the desired altitude rate of change as seen in (6.41). The desired heave velocity, \( w_d \), corresponding to the desired altitude rate is found by solving (6.41) for \( \dot{a} \).

\[
\dot{a} = \nabla F(p) \cdot R_n^b(\Theta_{nb}) v = \begin{bmatrix} \frac{\partial f}{\partial x} \bigg|_{x_p,y_p} & \frac{\partial f}{\partial y} \bigg|_{x_p,y_p} \\ -1 \end{bmatrix} R_n^b(\Theta_{nb}) \begin{bmatrix} u \\ v \\ w \end{bmatrix} = \dot{a}_d. \tag{6.41}
\]

The desired depth velocity is simplified in the case for zero roll and pitch according to

\[
w_{d, ff} = \begin{bmatrix} \frac{\partial f}{\partial x} \bigg|_{x_p,y_p} & \frac{\partial f}{\partial y} \bigg|_{x_p,y_p} \end{bmatrix} R_b^a(\psi)(3; 3) \begin{bmatrix} u \\ v \end{bmatrix} - \dot{a}_d, \tag{6.42}
\]

where \( R_b^a(\psi)(3; 3) \in \mathbb{R}^{2 \times 2} \) denotes the submatrix formed by deleting the 3\(^{rd}\) row and column of \( R_b^a(\psi) \). Eq. (6.42) may be used for a ROV which has only small deviations from zero roll and pitch. This leads to a new guidance law in (6.43) and (6.44) for desired depth as

\[
w_d = \begin{bmatrix} \frac{\partial f}{\partial x} \bigg|_{x_p,y_p} & \frac{\partial f}{\partial y} \bigg|_{x_p,y_p} \end{bmatrix} R_b^a(\psi)(3; 3) \begin{bmatrix} u \\ v \end{bmatrix} - \dot{a}_d + k_p (a - a_d) + k_i \int_0^t (a - a_d) \, d\tau, \tag{6.43}
\]

\[
z_d = \int_0^t w_d \, d\tau + z_{ic}, \tag{6.44}
\]

where \( a_d \) is the desired altitude, \( \dot{a}_d \) is the desired altitude rate, and \( z_{ic} \) is the initial depth when altitude control is enabled. The exact tracking error is \( \tilde{a} = a - a_d \), and the approximated tracking error is \( \tilde{a}_t = \dot{a} - a_d \). \( \tilde{a}_t \) is used in the guidance law in real implementations as \( a \) is unknown. The altitude guidance error \( \tilde{a}_g = z_{sf} - z_d - a_d \) is introduced to separate the altitude error caused by the guidance law from that caused by the depth controller. This is only useful for simulations as the exact sea floor geometry must be known.

For cases including roll and pitch, the desired heave velocity must be transformed to NED before (6.44) is applied. The proportional and integral feedback terms in (6.43) is from [12], and the feedforward term is a new result. The feedback terms are needed to compensate for inaccuracies in the sea floor gradient estimation and vehicle state estimates, initial altitude errors and tidal water. The feedforward term is very important.
as it assures a sufficient desired heave velocity for any horizontal velocity, heading and steepness of the sea floor.

Without the feedforward term, the tracking performance is reduced, and the ROV can collide with the sea floor while going uphill or overshoot downhill. The feedforward term’s main advantage over the integral term is that it responds instantly to any changes in vehicle velocity or changes in the terrain. The integral term has dynamics and needs time to charge and empty.

Take for example the case where the vehicle comes to a stop after moving at constant desired altitude over a slope. If only the integral term is used to remove steady state altitude errors, then the desired heave velocity will not go to zero immediately, and an altitude error occurs. The magnitude and duration of the poor performance after the stop depends on the integrator time constant. If the feedforward term is used, then the desired heave velocity will be zero just as the vehicle stops and the desired altitude is maintained. If both feedforward and integral action are used, the integral term will be small as most of the error is taken care of by the feedforward term. Thus, the integrator wind-out effects are less profound on the desired depth. Similar effects are observed for changes in velocity or changes in the sea floor geometry.

It is difficult to determine the performance and obtain stability results for the closed-loop system from desired altitude to actual altitude that are general for all types of sea floor geometry, ROV altitude and horizontal velocity. However, it is possible to assess the performance and stability of the inner depth control loop and the interconnections to the outer altitude guidance loop for special cases of known sea floor geometry. This is done in Appendix D. For linearized ROV dynamics and a plane sea floor, it is trivial to find the closed-loop transfer function from desired altitude to actual altitude. Such analysis will show that the stability is most sensitive to the altitude guidance law gains $k_i$ and $k_p$. Two poles of the closed-loop transfer function will move over to the right half-plane if $k_i$ and/or $k_p$ are too high, and the system becomes unstable.

A comparison of the tracking performance of the guidance law in (6.44), with and without the feedforward term, is seen in Figure 6.9 for a case with $k_p = 0.5$ and no integral term. The ROV moves in surge at 0.5 m/s straight North, and the desired altitude is 2 m. The top plot shows the sea floor profile together with the desired ROV depths with and without the feedforward term for perfect depth control ($z = z_d$). $z^0$ is without feedforward, and $z^{ff}$ is with. It is seen that the $z^0$ trace almost collides with the sea floor at N=-1 m. This would have been a collision for higher surge speed, steeper terrain or lower $k_p$ in the no feedforward case. The $z^{ff}$ trace goes smoothly over the ridge with only small altitude tracking errors. The middle plot shows the approximation error for the two cases. The approximation error is less for the $z^0$ case because it gets very close to the sea floor in the roughest part of the terrain. The lower the altitude, the better the sea floor approximation will be due to the smaller footprint of the DVL beams. However, as seen in the lower plot, the tracking error of the guidance law is much better with the feedforward term.
Figure 6.9: Effect of the feedforward term on the desired trajectory at 0.5 m/s and 2 m desired altitude. $z_{sf}$ is the sea floor, $z^0$ is the ROV depth for the case without feedforward term and $z^{ff}$ is the ROV depth with the proposed feedforward term (upper). $\tilde{a}_e^0$ and $\tilde{a}_e^{ff}$ are the approximation errors for the cases without and with the feedforward term, respectively (middle). $\tilde{a}_g^0$ and $\tilde{a}_g^{ff}$ are the altitude guidance errors without and with the feedforward term, respectively (lower).

### 6.6.3 Sea Floor Collision Avoidance

Some interesting collision avoidance properties are obtained if the feedforward term in the guidance law (6.43) gets the gradient from the proposed sea floor approximation method. Although the main objective of altitude control is to maintain a desired altitude, it is more important to avoid collision with the sea floor, i.e. keep $z_d < z_{sf}$. Because of the DVL beam geometry, the DVL beam footprint on the sea floor decreases for lower altitudes. Hence, the local sea floor approximation improves with lower altitude as seen in (6.45) and (6.46).

$$\lim_{a \to 0} \hat{\nabla} F \to \nabla F,$$

$$\lim_{\hat{a} \to 0} \hat{a} \to a.$$  \hfill (6.45) \hfill (6.46)

E.g. if the actual altitude becomes lower than the desired altitude due to altitude approximation errors or poor depth control, the following desired depth trajectory will always be above or on the sea floor when the feedforward term is used alone or with the proportional term. This is because the sea floor gradient underneath the DVL is perfectly approximated as the DVL is just above the sea floor. Then, the desired heave velocity...
6.6 Guidance Laws for Altitude Control

The feedforward term in (6.43) inserted in (6.10) gives zero altitude rate of change and the desired depth will stick to the sea floor if only the feedforward term is used. With the addition of the proportional term, the desired depth will move towards the depth corresponding the the desired altitude again. Note that \( z_d \leq z_{sf} \) does not hold if the integral term is used due to wind-up effects. It should be noted that these considerations do not apply directly to real implementations as a DVL does not give altitude measurements below its minimum range, typically 0.25 to 1 m. Also note that the ROV has volume so parts of it may collide with the sea floor even though \( a > 0 \) when the altitude definition 6.1.1 is used. However, the important message is that the improvement of the sea floor approximation with lower altitude greatly reduces the risk of collision with the sea floor. In addition, the desired trajectory from the feedforward term converges to the sea floor tangentially. The latter may reduce the consequences in case of a collision.

6.6.4 Speed Reduction, Contouring and Platforming

It should be noted that if the ROV moves fast over a steep or rugged sea floor with altitude control, the ROV may not be able to follow the desired depth generated by (6.44). In that case a feedback to the horizontal speed guidance law will assure that the desired depth reference is within the ROV capabilities. A solution to this is proposed next.

Fine Contouring

During fine contouring, the horizontal velocities may have to be adjusted according to the sea floor and the vehicle’s heave dynamics. The speed correction law presented here is based on a tracking supervisor which monitors the vertical motion errors. This is best used in combination with a guidance law where the desired speed is an input, e.g. line of sight (LOS). For a position feedback controller, the resulting desired position must also be corrected. Figure 6.10 shows the control loop during altitude control when LOS is used for horizontal guidance. The output of the LOS block is the desired surge and sway velocities and heading. These desired states are input to the controller together with the desired depth and heave velocity from the altitude guidance block. The vehicle states \( \eta \) and \( \nu \) are estimated by the vehicle observer. The altitude and sea floor gradient are estimated by the altitude observer. Note the multiplicative feedback to the desired speed, \( U_d \), where \( \Gamma \in [0, 1] \) is a reduction function that reduces the speed if the ROV cannot follow the desired depth trajectory.

Tracking Supervisor and Speed Reduction

A tracking supervisor monitors the vertical tracking errors and calculates a speed reduction function in order to adjust the horizontal velocity if needed. The heave velocity and depth monitoring errors are

\[
\ddot{w} = w - w_d, \quad (6.47)
\]

\[
\ddot{z} = z - z_d. \quad (6.48)
\]
Thus, the tracking error vector is $e = [\tilde{w}, \tilde{z}]^T$ and the speed reduction function is given as

$$
\Gamma = \begin{cases} 
1 & \text{if } e < e_{tol}, \\
\frac{1}{e_{max} - e_{tol}}(e_{max} - e) & \text{if } e_{tol} \leq e \leq e_{max}, \\
0 & \text{if } e > e_{max},
\end{cases}
$$

(6.49)

where $e = \sqrt{e^T Q e}$ is the weighted tracking error, and $Q \in \mathbb{R}^{2 \times 2}$ is a diagonal weight matrix with diagonal elements $q_1, q_2 \in [0, 1]$. $e_{tol}$ and $e_{max}$ are the error tolerance and maximum error, respectively. The error tolerance before the speed is reduced is introduced to avoid continuous speed variations for small errors. Smaller $e_{max}$ will give a more aggressive speed reduction.

An example of the effect of the speed reduction function is seen in Figure 6.11. The top plot shows the sea floor, desired depth and actual depth trajectories when closed-loop control in heave is used. The bottom plot shows the desired and actual heave velocity in addition to the surge velocity with speed reduction. The desired surge speed is $u_d = 0.5$ m/s, $e_{tol} = 0.05$, $e_{max} = 0.5$ and $Q = I_{2 \times 2}$. The simulated heave dynamics are from the model of ROV Minerva, given in Chapter 2. The maximum vertical thrust is set to 360 N, which gives a maximum heave velocity of about 0.6 m/s. The ROV moves straight North over the same transect as in the previous simulation examples. As the sea floor becomes steeper at ca. N=-4 m, the ROV is unable to follow the desired heave velocity. The tracking error increases and the surge speed is reduced. The surge speed reduction will reduce the desired heave velocity as well, and the ROV is again able to follow the desired trajectory over the sea floor. The ROV would have collided into the sea floor without the speed reduction function in this case.

**Coarse Contouring/Platforming**

If constant horizontal velocity is of greater importance than accurate altitude tracking, the contour to be tracked should be filtered so the ROV can follow the trace at the desired...
horizontal velocity. It is desirable to use information about the sea floor ahead of the ROV in order to take advantage of preview control. This has been explored for AUVs in e.g. [81]. However, the methods described in this paper are restricted to DVL measurements with limited preview capability especially for low altitudes. The proposed method to enable coarse contouring or platforming is to modify the depth guidance law in (6.43) and (6.44). The desired heave velocity is filtered by a first order low pass filter, \( h_{lp}(s) \), before the integration in (6.44). The modification of the desired heave velocity is seen in (6.50).

\[
 w_{dlp} = h_{lp}(s)w_d, \tag{6.50}
\]

where \( s = i\omega \) is the Laplace variable. The low-pass filter can be designed as

\[
 h_{lp}(s) = \frac{1}{1 + T_w s}, \quad \omega_b < \frac{1}{T_w}, \tag{6.51}
\]

where the time constant \( T_w \) should be set so the desired heave velocity is within the bandwidth of the ROV heave controller, \( \omega_b \).

The speed reduction feedback should still be enabled during platforming to avoid collisions with the sea floor in steep terrain. However, it will be less active as the ROV should be able to track the low-pass filtered depth trajectory over rugged terrain. Care
should be taken as the filtered desired trajectory may cause the ROV to collide with the sea floor.

6.7 Experimental Results with Altitude Control

Full scale test results demonstrating the performance of the proposed altitude estimation and guidance methods are presented in this section. The tests were conducted in the Trondheimsfjord, Norway with the ROV Minerva. The developed control system from Chapter 3 was used in the sea trials. A Teledyne RDI Workhorse Navigator DVL (1200 kHz) mounted in the stern at 45 degrees in yaw was used and the ROV was positioned by a HiPAP 500 system on board the RV Gunnerus. During the tests, the ROV moved back and forth over a 100 m transect going straight from West to East under closed-loop control of all DOFs. Figure 6.12 shows the ROV positions for a test run. The top plot shows the ROV’s estimated, measured and desired positions on the transect and snapshots of the ROV outline taken every 11th second. The bottom plot shows the ROV depth trace as it moves uphill from East to West over the approximated sea floor profile, $\hat{z}_{sf}$, with a desired altitude of 2 m. The top plot in Figure 6.13 shows the DVL altitude measurements, $a^d$, during the test run with Teledyne RDI beam numbering. The bottom plot shows the corresponding approximated sea floor gradient vector obtained by the least squares approximation method.

Figure 6.12: The ROV horizontal trace where $(\hat{x}, \hat{y}, \hat{\psi})$ is the estimated position and heading, $(x_m, y_m)$ is the measured position, and $(x_d, y_d)$ is the desired position (upper). $z_{sf}$ is the approximated sea floor profile, and $\hat{z}$ is the estimated depth trajectory while going uphill, East to West (lower).
Two tests are presented. In the first test, the altitude tracking performance is compared for different settings of the proposed guidance law. The desired altitude is 2 m and the surge speed is 0.3 m/s for all cases and each case is tested both downhill and uphill (West-East-West). 4 cases are run where case 1 is with proportional term only, $k_p = 0.2$, case 2 is with proportional and integral terms, $k_p = 0.2$, $k_i = 0.01$, case 3 is with proportional and feedforward terms, $k_p = 0.2$, $ff$, and case 4 is with all terms, $k_p = 0.2$, $k_i = 0.01$, $ff$. $ff$ means that the proposed feedforward term is used. The main objective of this test is to show the effect of the proposed feedforward term. The selected $k_p$ and $k_i$ gains are obtained from a trial and error tuning procedure performed prior to the presented experiments. A tip for the tuning is to start with $k_p$ as half of the maximum heave velocity of the underwater vehicle. This is assuming that the depth error can be maintained less than ca. 0.1-0.2 m. $k_i$ should be small, and the better the sea floor approximation is, the smaller $k_i$ and $k_p$ should be.

In the second test, the altitude tracking performance is compared for desired altitudes from 1 to 5 m with the guidance law settings from case 4 in test no. 1. The surge speed is 0.3 m/s for all desired altitudes. The main objective of this test is to compare the tracking performance for lower and higher desired altitudes. Results from test no. 1 are shown in Figures 6.14a and 6.14b and results from test no. 2 are in Figures 6.15a and 6.15b.

The top plot in Figure 6.14a shows the estimated altitude vs. East position for case 1-4 as the ROV moves over the transect from West to East while going downhill. Note that the altitude is ca. 0.5 m greater than the desired altitude in case 1. With only the proportional term, an altitude tracking error is needed to produce a desired heave velocity. Hence, there will be a steady state offset in the altitude that depends on the horizontal speed of
the ROV, the sea floor steepness and gain $k_p$. With the addition of an integral term in case 2, the steady state altitude tracking error is reduced shortly after start. However, as the ROV stops, it takes time to empty the integrator to reduce the desired heave velocity. This results in an altitude tracking error. The integrator term can produce altitude tracking errors in case of horizontal speed changes or variations in the terrain. There is little terrain variation over the test transect, so these effects are difficult to see in the test results. However, the tracking error around 40 m East in case 2 (downhill) could be a result of the integral term and terrain variation.

The addition of the proposed feedforward term gives good results as seen in case 3. Note that the altitude tracking performance is good during all stages from start to constant surge velocity to stop at the end of the transect. This is the strength of the feedforward term over the integral term; it produces the right desired heave velocity also for speed changes and terrain variation if the approximated gradient is accurate. The integral term is added again in case 4, but its effects are less profound as the altitude tracking errors are greatly reduced by the feedforward term.

The bottom plot in Figure 6.14a shows the same type of results as the top plot, but the ROV is going uphill from East to West. Similar behavior for the 4 cases are observed as for going downhill. However, the steady state offset in case 1 is negative because a negative desired heave velocity is needed to maintain a constant altitude while going uphill. It should also be noted that the DVL altitudes are greater uphill than downhill as the DVL is mounted in the stern. It is seen that in case 3 some oscillations in the altitude occurs between 50 and 70 m East and around 80 m East. Such oscillations have been observed when an initial error in the depth tracking occurs due to e.g. a taut cable. As this also causes an altitude error, the following desired depth can be quite oscillating if the vehicle is unable to follow it. The depth controller starts chasing the guidance law which
responds by making a more oscillatory desired depth if the vehicle is unable to follow the
desired depth trajectory. The effects of this instability can be reduced by the use of speed
reduction as proposed in Section 7.4. However, the speed reduction mode was not used
during the sea trials.

The $L^2$ error norm and the standard deviation of the altitude tracking error $\tilde{a}_t$ are
shown in Figure 6.14b for the 4 cases. Note that the error norm over the transect is
greatly reduced by the feedforward term in case 3. Although the error norm for case 3
(feedforward) is lower than case 2 (integral), the difference would have been even greater
for a shorter move on the transect as the tracking performance for case 3 is superior during
the start and stop stages. It is seen from the standard deviation in the lower plot that the
variance in the tracking performance is reduced by the feedforward term as well in case
3 and 4. Case 4 gives the best altitude tracking performance using the $L^2$ norm and the
standard deviation as performance indices. However, for a run over a transect with more
terrain variation and speed changes, case 3 is likely to give better performance.

The altitude tracking errors for test no. 2 with desired altitudes from 1 to 5 m are seen
in Figure 6.15a. The top plot shows errors for the downhill runs and the bottom plot shows
uphill runs. For this transect there is not a clear relationship between the desired altitude
and the tracking performance as seen in Figure 6.15b where the $L^2$ error norm and the
standard deviation of the altitude tracking error $\tilde{a}_t$ are shown vs. the desired altitude. The
small terrain variation can be an explanation. As the altitude is increased, so is the DVL
footprint and the sea floor approximation accuracy is expected to decrease. However,
for a linear sea floor, altitude does not affect the approximation accuracy. At least when
differences in the acoustic properties in the water column are neglected. Note that the $L^2$
error norm and the standard deviations are almost identical for all altitudes. It is seen that
the altitude tracking performance is fairly good and consistent, both up- and downhill, for
all altitudes.

Figure 6.15: Comparison of the altitude tracking performance for altitudes from 1 to 5 m.
6.8 Conclusion and Further Work on Terrain Following

The work on altitude control and terrain following in this thesis has focused on sea floor geometry approximation and a guidance law for depth control to obtain a desired altitude.

The altitude control can be improved by enabling better preview. This requires that the sea floor ahead of the vehicle is observed.

More advanced terrain following features can be obtained by coupling information about the sea floor geometry to the horizontal motion guidance system of the ROV. E.g. the ROV can automatically follow the steepest decent or track a contour line. Pipeline tracking is another practical application where altitude control is needed.
Chapter 7

Ocean Science Research Campaigns

Field trials, implementation and practical experiments with ROVs have been important in the work with this thesis. The purpose of this Chapter is (i) to show how the experiments affect and contribute to the scientific work in the thesis. (ii) show how the results, when implemented in the control system, contribute to other ocean sciences and (iii) give insight to how the experiments were conducted.

The first field trial with the ROV Minerva and RV Gunnerus was done in the spring of 2010. Since then, there have been several cruises for testing of the motion control system and for using the ROV as a tool for researchers in ocean sciences. In the period from the spring of 2010 to fall 2013, there have been about 6 short cruises every year of 2 days duration, and 2 long annual 5 day cruises. The short cruises have been used for testing of the motion control system and to study coral reefs, kelp forests, wreck sites, etc. in the vicinity of the Trondheim harbor. The long cruises have had a specific research objective where several surface and underwater vehicles have been involved. Some of the experiments in these cruises are described in more detail in this Chapter. In addition, the ROV 30 k, with the developed motion control system, has been used in an inspection job for Shell outside the Nyhamna gas terminal. Experimental data from this survey is shown as well.

7.1 The Value of Experimental Testing

An important aspect of doing experiments with ROVs is to get experimental data that are used to validate the proposed theories for guidance, navigation and control. However, this is not a open-loop process that ends with experimental data to be shared with the scientific community. Much of scientific work in this thesis come from, and are inspired by problems discovered in sea trials and research campaigns for marine biology, archeology and geology. This is shown in the following.

7.1.1 Research Motivated by Sea Trials

Some examples of research topics in this thesis that are directly inspired from experiences from sea trials are listed below.
• The work on sensor-based observers in Chapter 4 was initiated because of the poor performance of the model-based Kalman filter during manipulation tasks.

• The joystick in closed-loop control proposed in Chapter 5 was inspired by observing the differences in the performance of ROV operations depending on the pilot. Specific features, such as the cylinder mode, was added based on experience with ROV tasks needed in the real missions.

• The work with altitude control and terrain following in Chapter 6 was initiated because of the need to maintain a constant distance to the sea floor during video and photomosaic surveys. The solutions came from knowledge of ROV sensors and their practical use.

Having the ability to do experiments, and to make the ROV move like you want it to, is a great motivation for doing the scientific work. The feedback from how other researchers use the ROV and their needs is also valuable when it comes to finding real problems that needs to be solved. Without user feedback, the pure engineer or scientist may come up with a good solution, but there is no problem.

7.1.2 Lessons Learned

In addition to inspiration and motivation, several lessons have been learned from the sea trials. Some important lessons are

• It is necessary to have a plan B when minor surprises and faults make the first plan impossible to execute. Time is scarce while on the ship, and it takes a lot of people and resources to run the ROV operations. Therefore, if something fails, you still need to be able to use the time on the vessel to produce results.

• Thorough preparations are key for a successful cruise. Before testing of new features in the control system, they must have passed the HIL test before use in sea trials. If new sensors are required, they must be installed on the ROV and calibrated on shore before the cruise.

• Cruises for testing of new technology related to guidance, navigation and control of the ROV should be separated from the ocean science cruises. It is never a good idea to test out a new feature of the motion control system in a mission where a biologist or archeologist is using the ROV as a tool. Even though the new feature worked great in the HIL test, there is always something unexpected happening in the first sea trail. It is better to test out new features without others depending on it to work the same day.

• It is important to test the control system in different locations and under varying environmental conditions. In the beginning, we mostly tested the motion control system at the same location close to the harbor to save steaming time, as we did
not need a special location to study for the tests. This was a location with shallow water, fairly smooth sea floor, low ocean current and good conditions for the acoustic positioning system. The ROV could track the desired patterns with great accuracy, over and over again. When the system was to be used in science missions for studying coral reefs, vertical walls or deep water wrecks, the performance of the control system was not the same as for the well known test location. Strong ocean currents over coral reefs would lead to thruster saturation, DVL out of range for vertical wall surveys degraded the performance of the motion control system, and cable forces for deep water mission altered the dynamics and degraded the performance as well. However, new topics for further research, in order to develop a robust motion control system for the entire ocean space, are discovered from these experiments.

- The search for perfection can hinder progress. This applies especially to the tuning of observers and controllers. You can only spend so much time on tuning as you are using valuable time for the actual tests or missions. At some point the tuning must be accepted as sufficient, and the planned tests must be conducted. The same goes for modeling. There is no point in spending days finding the perfect model coefficients as they will be off once the ROV is equipped with new instruments or other pay loads. Go for robustness in the control design instead.

### 7.2 AUR-Lab Cruises with RV Gunnerus

Some of the experimental data from cruises are presented in more detail. This is in order to demonstrate what the developed motion control system has been used for and to show how the scientific contributions in this thesis has enabled these missions.

#### 7.2.1 Lawn Mower Pattern with Altitude Control

This example is a demonstration of several of the contributions in this thesis. Figure 7.1a shows the ROV Minerva tracking a lawn mower pattern with 50 m lines with spacing of 5 m while maintaining a distance to the sea floor of 2 m. A zoom-in is seen in Figure 7.1b. The constant jerk reference model in Chapter 5.1 is used to generate the desired trajectory (green line) from a list of way-points. The blue line is the estimated position from the sector Kalman filter in Chapter 4.2. The black dots are the position measurements from the HiPAP system on board RV Gunnerus.

Figure 7.2a shows the altitudes in the upper plot and the depth in the lower plot during the lawn mower pattern in Figure 7.1a. The desired altitude and depth are green lines and the estimated altitude and depth are blue. The desired altitude is maintained using the proposed guidance law for desired depth in Chapter 6.6. Note that there is a steady state offset of about 0.1 m in the altitude. This is most likely due to small errors in the sea floor gradient approximation and the integral term in the guidance law was not used. Note that the sea floor in this example is fairly flat as the difference in depth is only about 2 m over
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(a) ROV trace and snapshots of its outline during tracking. (b) Zoom-in of the ROV trace and snapshots of the ROV outline.

Figure 7.1: Lawn mower example: ROV trace and snapshots of the ROV outline during lawn mower tracking with altitude control.

a 50 m horizontal distance. However, for tasks like photomosaicking, it is still important to maintain a precise altitude.

Figure 7.2b shows the 4 DVL altitude measurements vs. time in the upper plot and the approximated gradient from the least squares approximation method proposed in Chapter 6.3 in the lower plot. Note that there is a consistent difference in the DVL measurements, and hence the sea floor gradient approximation, depending on whether the ROV is going uphill or downhill. It should be noted that the DVL is mounted at the stern of the ROV. Thus, it is closer to the sea floor for the same ROV altitude while going downhill than uphill.

(a) ROV altitude and depth vs. time. (b) Approximated sea floor gradient vs. time.

Figure 7.2: Lawn mower example: altitude control and sea floor approximation.

The desired, measured and estimated surge velocity for the third line is seen in the top plot in Figure 7.3a. The lower plot shows the desired and estimated heading. The
desired surge velocity and heading are produced by the constant jerk reference model and the estimated heading is from the explicit complementary filter in Chapter 4.3. There are some oscillations in the surge velocity as position control is used in the tracking. For the third tracking line from 17:07 to 17:09, the standard deviation for the estimated surge velocity is 0.01 m/s with a range of 0.06 m/s. In the same period, the estimated heading standard deviation is 2.4 degrees with a range of 12.2 degrees. That is decent performance, but the heading should ideally be more accurate. The heading control tends to be more accurate when less side forces are acting on the vehicle.

It should be noted that the thruster configuration for the ROV Minerva, as seen in Appendix A, is not ideal for use in automatic motion control systems. The forward thrusters are the thrusters that control the heading. At high surge speeds or in strong currents, little capacity is left for heading control. However, if thruster saturation becomes a problem, it is the heading that should have priority. Also, the thruster configuration for ROV Minerva results in great thrust losses in reverse as the jet goes into the vehicle. The sensible thruster configuration, for use in automatic motion control systems, are thrusters mounted at 45 degrees in each corner of the vehicle. This gives similar thrust capacity in surge and sway, forward and backwards and better heading control. The forward thruster are also located below the CG and attack point of the hydrodynamical forces. Thus, pitch motions are induced when the forward thrusters are used and there are no available thrusters to compensate for this on the ROV Minerva.

Figure 7.3b shows the commanded forces and yaw moment in the upper plot and the corresponding propeller revolution speeds in revolutions per minute (rpm) in the lower plot as calculated from the thruster model in Chapter 2. It is seen that the side thrusters are working against a sideways force from the ocean current and/or the cable in order to stay on the desired trajectory. The fairly smooth vertical thrust is working against the ROV buoyancy and the drag forces as it is going downwards. Thruster saturation is not an issue during the straight line segment as the maximum rpm is 1500 for all thrusters.

(a) Surge velocity and heading during the third survey line.  (b) Commanded thrust and revolution speed during the third survey line.

Figure 7.3: Lawn mower example: surge velocity, heading and thrust.
7.2.2 Falstad Cruise and Search for Wreck

In this cruise the mission was to search for the wreck of a ship loaded with the bodies of executed prisoners from the Falstad concentration camp from the second world war. According to Falstadsenteret, the Nazi-Germans had loaded the bodies in an old fishing vessel about 70 feet long. The boat is believed to have been sunk somewhere between Levanger and Ytterøy in the Trondheims fjord.

In the cruise, the HUGIN AUV from Kongsberg Maritime was used to search an area with a HiSAS (High Resolution Interferometric Synthetic Aperture Sonar). Special sites of interest, based on the sonar images from the AUV, were inspected by the ROV Minerva in more detail. Data from one of these sites where the object of interest turned out to be a boat is shown next. Unfortunately, the wreck of interest was not found. The same methods of trajectory tracking and altitude control was used as in the previous example. However, the operation is at much deeper water and the ship wreck in the search pattern clearly violates the assumptions on the sea floor geometry smoothness and continuity for the sea floor approximation method from Chapter 6.3. The effect on the performance of the ROV mission despite these violations is shown here.

A similar type of plot as in Figure 7.1 is seen in Figure 7.4. Figure 7.4a shows the ROV search pattern over the wreck site and a zoom-in is seen in Figure 7.4b. The depth of the ROV is about 415 m and note that the variance of the HiPAP measurements are considerably larger than in the previous example where the ROV depth was about 65 m. However, the estimated position from the sector Kalman filter seems to produce smooth and accurate outputs well suited for closed-loop control. Although, no ground truth is available.

(a) ROV trace over the wreck site at Falstad.

(b) Zoom-in of the ROV trace and snapshots of the ROV outline.

Figure 7.4: ROV trace and snapshots of the ROV outline during search for the Falstad ship wreck.

The ROV altitude and depth are seen in Figure 7.5a. Figure 7.5b shows the wheel house of the wreck which the ROV was inspecting during the lawn mower pattern. The picture was taken from the ROV just before the spike in the altitude at ca. 10:57 in Figure
7.5a. When the ROV approaches the wheelhouse, some of the DVL altitude measurements does a jump and the sea floor approximation will not be correct. However, the generated depth trajectory from the guidance law in (6.44) is smooth and feasible for the ROV. The surge speed was 0.3 m/s. Based on the DVL altitude measurements and the proposed sea floor approximation method and guidance law, the ROV is able to detect and safely fly over the wheelhouse without pilot interaction. Note that sudden altitude tracking errors are not necessarily the same as poor tracking performance. It is not possible for the vehicle to change depth instantaneously. When a sudden change in the sea floor geometry occurs, the ROV must still follow a smooth and continuous path.

(a) ROV altitude and depth over wreck site at Falstad. (b) Picture of the wheel house of a wreck at Falstad.

Figure 7.5: ROV altitude during search for Falstad wreck.

7.2.3 Ormen Lange

The previous examples in this thesis have shown experimental data for the ROV Minerva. The motion control system described in Chapter 3 has also been implemented on the larger ROV 30 k. See Appendix A for details. ROV 30 k was used in a cruise close to the gas terminal at Nyhamna for inspection of parts of the Langeled pipeline. The control system and altitude control was used in the mission.

Figure 7.6a shows the ROV trace during part of a pipeline survey. A zoom-in is seen in Figure 7.6b. Note that the drop-out in position measurement at about 103.5 m East causes the estimated position to go off track when a new measurement is available. These intermittent position drop outs occurred several times during the survey for unknown reasons. The drag towards port during drop-out of position measurements is most likely due to the cable forces. The cable forces on the ROV 30 k are much greater than on the ROV Minerva. Especially in this case as the ROV is going down a steep slope and the cable is payed out manually. If the winch operator pays out cable too slowly, the cable tension will rise quickly and pull the ROV towards the vessel. This shows the need for an automatic winch and cable control system that collaborates with the ROV motion control
system. The bias estimator in the Kalman filter in Chapter 4 will adapt to slowly varying cable forces, but quick changes cause errors in the estimated position, especially during dead-reckoning. Although there was no ground truth available, the sideways motion was confirmed from visual feedback of the pipeline as seen from the ROV cameras.

Figure 7.6a shows the desired and estimated altitude in the top plot and the desired and estimated depth in the lower plot vs. time. The desired altitude was set to 3 m. Note that the DVL was mounted with an orientation of 45 degrees on the ROV so that all acoustic beams measured the range to the sea floor on each side of the pipeline. Thus, the altitude over the pipeline was about 1.5-2 m. This worked fine except for segments with large free span of the pipeline. For these segments, the depth was controlled manually from visual feedback of the pipeline while the horizontal motion was automatically controlled.

Figure 7.6b shows the DVL altitude measurements in the top plot and the approximated sea floor gradient vector components from the least squares method in Chapter 6.3 in the lower plot. Note that the sea floor is fairly steep in the first part of the shown segment. For steep terrain, the gradient approximation is very important for the performance of the depth guidance law in (6.43) and (6.44) as the feedforward term will give a considerable contribution.

Figure 7.6: ROV trace and snapshots of the ROV outline during tracking of a pipeline.

(a) ROV trace during pipeline tracking. (b) Zoom-in of the ROV trace and snapshots of the ROV outline.

7.2.4 Video Survey of a Coral Reef at Tautra

The ROV Minerva was used to do a video survey of a coral reef at Tautra in the Trondheimsfjord. The developed motion control system with altitude control was again used. In order to cover a larger area, the RV Gunnerus was put in follow target mode. In this mode the RV Gunnerus follows the ROV Minerva automatically using its DP system. Figure 7.8a shows the ROV trace for 3 survey lines of 500 m each. A zoom-in of the trace with snapshots of the ROV outline is shown in Figure 7.8b. Due to strong ocean currents, the speed was reduced while going towards North to avoid thruster saturation.
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(a) ROV altitude and depth during pipeline tracking.
(b) DVL measurements and sea floor gradient approximation.

Figure 7.7: ROV altitude and sea floor gradient approximation from DVL measurements during pipeline tracking.

(a) ROV trace over coral reef at Tautra. 500 m spacing. (b) Zoom-in of the ROV trace and snapshots of survey lines with 20 m spacing.

Figure 7.8: ROV trace with RV Gunnerus in target following.

Figure 7.9 shows the ROV depth trajectory and the estimated sea floor profile for the first survey line while maintaining a desired altitude of 2 m. This demonstrates the capability of the proposed sea floor approximation method and altitude control over rugged terrain.

7.2.5 Barge Wreck Survey at Munkholmen

A wrecked barge of about 20 m in length and 4 m beam was found at ca. 35 m depth just East of Munkholmen in the Trondheimsfjord. A lawn mower pattern with line spacing of 1 m was set up over it in order to make a photomosaic of the wreck site. The desired depth was set to 32.25 m. This is the same wreck used for the joystick tests in Chapter 5.
Figure 7.9: ROV depth trace and the estimated terrain profile from the DVL measurements for the first survey line at the coral reef at Tautra.

Figure 7.10a shows the ROV trace and snapshots of the outline during the lawn mower pattern. In this experiment, the original fluxgate compass was used as the heading reference in the motion control system. This resulted in poor tracking performance of all horizontal DOFs and heading compared to when the Xsens MTi-100 or the MRU-6 has been used for heading reference. Figure 7.10b shows a HiSAS sonar image of the barge taken from the HUGIN AUV.

Figure 7.11a demonstrates what the barge looks like from the least squares sea floor approximation method in Chapter 6.3. This is another case where the theoretical assumption on a smooth and continuous sea floor is clearly violated. However, the sea floor approximation method still provides useful data about the barge geometry. Each sidewall is detected as two peaks as the DVL beams sees the outside and inside of the barge when the DVL is directly above a sidewall. Figure 7.11b shows the result when the average of the basic linear approximation method from Chapter 6.3 is applied. This is an example that shows how the sea floor geometry and objects can be detected using only DVL measurements in combination with the navigation system.
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Figure 7.10: Barge wreck site East of Munkholmen, Trondheim.

(a) ROV trace and snapshots of the ROV outline. AUV.

(b) HISAS (High Resolution Interferometric Synthetic Aperture Sonar) image of the barge taken from the Hugin AUV.

Figure 7.11: Barge and sea floor geometry approximation from DVL altitude measurements and ROV position estimates.

(a) Sea floor geometry, least squares approximation method.

(b) Sea floor geometry, average of 4 basic linear approximation methods.

7.2.6 Photomosaic

Figure 7.12 shows an example result of a photomosaic obtained from using the ROV Minerva and motion control system with altitude control in a cruise in April 2012. An area of 20 by 10 m of the coral reef at Tautra in the Trondheimsfjord was covered with desired altitude of 2 m. The selected area was found from the video survey described previously in this Chapter. PhD candidate Mauro Candeloro did the camera setup, operation and post processing of the raw pictures in order to make the mosaic.

With this high resolution image of the coral reef section, the biologist can identify the
species and evaluate the condition of the habitat. Since the ROV motion control system was used, it is easy to go back and re-run the motion pattern over the same location in order to monitor changes over time. Some of the species recognized and highlighted in Figure 7.12 are a sea urchin, a Norway redfish (Sebastes viviparus), a starfish (Henricia) and another sea urchin (Echinus esculentus), which is edible.

Figure 7.12: Photomosaic of part of the coral reef at Tautra in the Trondheimsfjord (Courtesy of Mauro Candeloro).
Chapter 8

Conclusion and Future Work

This thesis was about automatic motion control systems for ROVs. The main scientific contributions have been related to guidance strategies, in addition to underwater navigation and state estimation. The proposed methods have been implemented on NTNU’s ROVs, tested in sea trials and experimental results have been presented.

8.1 Concluding Remarks

The most important scientific contributions in guidance related topics for ROVs have been

- Altitude control and terrain following.
- Joystick in closed-loop control.
- Constant jerk reference model.

The altitude control problem contained two main contributions; a method for sea floor geometry approximation from DVL measurements and a guidance law for desired depth to control a reference altitude, where a proposed feedforward term assured proper heave velocity. The method was implemented in the developed motion control system and has been successfully used on both ROV Minerva and ROV 30k.

The proposed method for joystick in closed-loop control was developed in order to enable the pilot to easily guide the ROV without having to compensate for dynamical and environmental forces. The main idea was to generate a desired trajectory based on joystick commands which were fed to a closed-loop controller for execution. A filter-based reference model based on the ROV dynamics was used to generate the desired states. Modifications to this reference model were proposed in order to reduce pilot induced oscillations. The methods have been implemented and tested on the ROV Minerva.

The work with the constant jerk reference model was done because a simple an intuitive reference model for a fully actuated vehicle was needed in the motion control system. The main idea was to integrate a constant jerk, that is on or off, in order to produce desired velocities and positions for all DOFs. The constant jerk reference model has
been implemented as the default reference model for A to B moves in the motion control system.

The work with underwater navigation and state estimation has been important in order to have a working motion control system. The main contributions here have been in two areas;

- Model-based Kalman filter.
- Sensor-based integration filter.

Model-based Kalman filters, both linearized and extended, were made based on a mathematical model of the ROV. These observers were adapted from model-based Kalman filters designed for ships. The linearized Kalman-filter has been implemented as the default observer in the motion control system and is used on both ROVs.

The work with sensor-based attitude estimation and integration filters was based on a new type of explicit complementary filters. The main new contribution was a proposed method for using the DVL velocity measurements in order to approximate the proper acceleration. This improved both the attitude estimation and thus the performance of the integration filter in simulations. The explicit complementary filter for attitude estimation was implemented in the motion control system as the default attitude observer. The sensor-based integration filter worked very well in simulations, but the performance was not satisfactory when used on actual ROV mission data. This was most likely due to sensitivity to noise and other uncertainties in sensor positions and calibration.

As part of work with the thesis and teaching assistant duties, a motion control system has been developed in collaboration with other PhD candidates and MSc students under the supervision of postdoc Martin Ludvigsen and prof. Asgeir J. Sørensen. The motion control software runs on a compactRIO, which is a real-time controller, and a GUI runs on a host computer. The motion control system has been tested and used on both NTNU ROVs. The motion control system has also been used in cruises for ocean science researchers in marine biology and archeology.

8.2 Future Work

There are some areas that require more work in order to improve the performance of a motion control system for ROVs. The most important are;

- Underwater navigation.
- Combined manipulator and vehicle control.
- Thruster allocation and fault handling.
- Umbilical control and estimation.
The main challenge with underwater motion control systems is finding the position with sufficient accuracy and smoothness for use in closed-loop control. More work is needed on sensor-based navigation system that can use small and inexpensive sensors, and still provide good position estimates in the entire water column. The systems today rely too much on acoustic positioning systems and DVL. Alternative navigation solutions, such as SLAM and other terrain-based navigation methods, should be investigated further and new types of sensors should be considered to give more complementary data. Also, a closer integration of different navigation solutions, such as sensor-based, model-based and terrain navigation, can produce a better overall navigation system as long as the underwater GPS is not available.

For the ROV to do automated intervention work, the problem of combined manipulator and vehicle control must be studied further. In manipulator work tasks, the objective is usually to control the end point of the manipulator arm. The finger position is set by the arm joint angles and/or the ROV position for better leverage or access. Finding a control strategy that handles this is of importance and a challenge as the manipulator forces also affects the ROV motions.

Thruster allocation methods that account for saturation and thruster failures are needed in order to increase the operation time and robustness to environmental forces. This is an interesting field which should be investigated further.

Manual payout of the umbilical is a limitation for a fully automatic and autonomous operations. An umbilical control system that minimize the forces on the ROV is desirable to both ease and improve the performance of ROV operations. Ideally, the system should know the position of the umbilical in order to not get entangled or to untangle the ROV when performing task in complex environments. Work in this field of ROV motion control systems is needed.
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Appendix A

NTNU Vehicles

A.1 ROVs

The developed motion control system from Chapter 3 has been implemented and tested on the NTNU owned ROVs Minerva and 30 k. A description of these ROVs is given here. Figure A.1a shows the ROV Minerva at the quay of Trondheim Biological Station. The ROV 30 k is seen in Figure A.1b. The thruster configurations are seen in Figure A.2a and A.2b for the ROV Minerva and 30 k respectively.

![ROV Minerva](image1.png) ![ROV 30 k](image2.png)

(a) ROV Minerva.  
(b) ROV 30 k.

Figure A.1: ROV Minerva and 30 k.

A.1.1 Specifications

The key specifications for ROV Minerva and 30 k are given in Table A.1. Both ROVs are made by Sperre AS in Notodden, Norway.

A.1.2 Mathematical Properties

The values of the mathematical properties, according to the model in Chapter 2, are given next for the ROV Minerva and 30 k. These values are used in the simulation models and
Figure A.2: Thruster configurations, ROV Minerva and 30 k.

Table A.1: Comparison of Minerva and 30 k specs.

<table>
<thead>
<tr>
<th></th>
<th>ROV Minerva</th>
<th>ROV 30 k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Make</td>
<td>Sperre AS</td>
<td>Sperre AS</td>
</tr>
<tr>
<td>Model</td>
<td>SUB-fighter 7500</td>
<td>SUB-fighter 30K</td>
</tr>
<tr>
<td>Year</td>
<td>2003</td>
<td>2004</td>
</tr>
<tr>
<td>Dimensions (LWH)</td>
<td>144 x 82 x 81 cm</td>
<td>260 x 150 x 160 cm</td>
</tr>
<tr>
<td>Weight (air)</td>
<td>485 kg</td>
<td>1800 kg</td>
</tr>
<tr>
<td>Payload</td>
<td>20 kg</td>
<td>60 kg</td>
</tr>
<tr>
<td>Max depth</td>
<td>700 m</td>
<td>1000 m</td>
</tr>
<tr>
<td>Power input</td>
<td>230 VAC, 1 phase, 7.5 kW</td>
<td>230 VAC, 3 phase, 40 kW, 125 A</td>
</tr>
<tr>
<td>Thrusters</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Horizontal: 2 x 2000 W</td>
<td>Horizontal: 2 x 3000 W</td>
</tr>
<tr>
<td></td>
<td>Vertical: 2 x 2000 W</td>
<td>Vertical: 3 x 3000 W</td>
</tr>
<tr>
<td></td>
<td>Lateral: 1 x 2000 W</td>
<td>Lateral: 1 x 3000 W</td>
</tr>
<tr>
<td></td>
<td>(electrical asynchronous motors)</td>
<td>(electrical asynchronous motors)</td>
</tr>
<tr>
<td>Manipulators</td>
<td>5-function hydraulic arm</td>
<td>7-function hydraulic arm</td>
</tr>
<tr>
<td></td>
<td>Hydro-Lek (HLK-HD5)</td>
<td>Kraft Telerobotics (Raptor)</td>
</tr>
<tr>
<td>Umbilical</td>
<td>Diameter: 15.5 mm</td>
<td>Diameter: 27 mm</td>
</tr>
<tr>
<td></td>
<td>0.18 kg/m</td>
<td>- kg/m</td>
</tr>
<tr>
<td>Lights</td>
<td>4 x 250 W halogen lights</td>
<td>6 x 250 W halogen lights</td>
</tr>
<tr>
<td></td>
<td>2 x 400 W HMI lights</td>
<td>2 x 400 W HMI lights</td>
</tr>
</tbody>
</table>

in the controller and observer designs.

**Minerva**

The values for mass, added mass, linear and quadratic damping of ROV Minerva are given by (A.1), (A.2), (A.3) and (A.4) as calculated in [58].
A.1 ROVs

\[ M'_{RG} = \begin{bmatrix} 460 & 0 & 0 & 0 & 0 & 0 \\ 0 & 460 & 0 & 0 & 0 & 0 \\ 0 & 0 & 460 & 0 & 0 & 0 \\ 0 & 0 & 0 & 105 & 0 & 0 \\ 0 & 0 & 0 & 0 & 104 & 0 \\ 0 & 0 & 0 & 0 & 0 & 50 \end{bmatrix} , \quad (A.1) \]

\[ M_A = \begin{bmatrix} 293 & 0 & 0 & 0 & 0 & 0 \\ 0 & 302 & 0 & 0 & 0 & 0 \\ 0 & 0 & 326 & 0 & 0 & 0 \\ 0 & 0 & 0 & 52 & 0 & 0 \\ 0 & 0 & 0 & 0 & 52 & 0 \\ 0 & 0 & 0 & 0 & 0 & 57 \end{bmatrix} , \quad (A.2) \]

\[ D = \begin{bmatrix} 29 & 0 & 0 & 0 & 0 & 0 \\ 0 & 41 & 0 & 0 & 0 & 0 \\ 0 & 0 & 254 & 0 & 0 & 0 \\ 0 & 0 & 0 & 34 & 0 & 0 \\ 0 & 0 & 0 & 0 & 59 & 0 \\ 0 & 0 & 0 & 0 & 0 & 45 \end{bmatrix} , \quad (A.3) \]

\[ D_n = \begin{bmatrix} 292 & 0 & 0 & 0 & 0 & 0 \\ 0 & 584 & 0 & 0 & 0 & 0 \\ 0 & 0 & 635 & 0 & 0 & 0 \\ 0 & 0 & 0 & 84 & 0 & 0 \\ 0 & 0 & 0 & 0 & 148 & 0 \\ 0 & 0 & 0 & 0 & 0 & 100 \end{bmatrix} . \quad (A.4) \]

**ROV 30 k**

The values for mass, added mass, linear and quadratic damping of ROV 30 k are given by (A.5), (A.6), (A.7) and (A.8) as calculated in [3]. The values are calculated in WAMIT from a CAD drawing of the ROV provided by the manufacturer.
\[ M_{\text{RG}}^{CG} = \begin{bmatrix} 1862.9 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1862.9 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1862.9 & 0 & 0 & 0 \\ 0 & 0 & 0 & 525.4 & 1.4 & 33.4 \\ 0 & 0 & 0 & 1.4 & 794.2 & 2.6 \\ 0 & 0 & 0 & 33.4 & 2.6 & 691.2 \end{bmatrix}, \quad (A.5) \]

\[ M_A = \begin{bmatrix} 779.8 & -6.9 & -103.3 & 8.5 & -165.5 & -7.8 \\ -6.9 & 1222 & 51.3 & 409.4 & -5.8 & 62.7 \\ -103.3 & 51.3 & 3659.9 & 6.1 & -386.4 & 10.7 \\ 8.5 & 409.4 & 6.1 & 534.9 & -10.0 & 21.0 \\ -165.5 & -5.8 & -386.4 & -10.0 & 2.69 & -1.1 \\ -7.8 & 62.7 & 10.7 & 21.0 & -1.1 & 224.3 \end{bmatrix}, \quad (A.6) \]

\[ D = \begin{bmatrix} 74.82 & 0 & 0 & 0 & 0 & 0 \\ 0 & 69.48 & 0 & 0 & 0 & 0 \\ 0 & 0 & 728.40 & 0 & 0 & 0 \\ 0 & 0 & 0 & 268.80 & 0 & 0 \\ 0 & 0 & 0 & 0 & 309.77 & 0 \\ 0 & 0 & 0 & 0 & 0 & 105 \end{bmatrix}, \quad (A.7) \]

\[ D_n = \begin{bmatrix} 748.2 & 0 & 0 & 0 & 0 & 0 \\ 0 & 992.5 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1821 & 0 & 0 & 0 \\ 0 & 0 & 0 & 672 & 0 & 0 \\ 0 & 0 & 0 & 0 & 774.4 & 0 \\ 0 & 0 & 0 & 0 & 0 & 523.3 \end{bmatrix}. \quad (A.8) \]

### A.2 Research Vessel Gunnerus

The Research Vessel (RV) Gunnerus has been used as the support vessel during ROV operations. The topside control system is installed in the control container on the deck of RV Gunnerus. Figure A.3 shows RV Gunnerus about to launch the ROV Minerva from the deck crane. RV Gunnerus is equipped with a DP system from Kongsberg Maritime and provide the ROV position through the hull mounted acoustic positioning system HiPAP 500, also delivered by Kongsberg Maritime.

The key specifications for RV Gunnerus are given in Table A.2.
A.2 Research Vessel Gunnerus

Figure A.3: RV Gunnerus. (Courtesy of Fredrik Skoglund).

<table>
<thead>
<tr>
<th>Table A.2: RV Gunnerus specifications.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RV Gunnerus</td>
</tr>
<tr>
<td><strong>Yard</strong></td>
</tr>
<tr>
<td><strong>Design</strong></td>
</tr>
<tr>
<td><strong>Year</strong></td>
</tr>
<tr>
<td><strong>Dimensions</strong></td>
</tr>
<tr>
<td>Loa:</td>
</tr>
<tr>
<td>Lpp:</td>
</tr>
<tr>
<td>Lwl:</td>
</tr>
<tr>
<td>Beam:</td>
</tr>
<tr>
<td>Depth mld:</td>
</tr>
<tr>
<td>Draught mld:</td>
</tr>
<tr>
<td>Dwt:</td>
</tr>
<tr>
<td><strong>Propulsion</strong></td>
</tr>
<tr>
<td>Main electric propulsion:</td>
</tr>
<tr>
<td>Main generators:</td>
</tr>
<tr>
<td>Bow tunnel thruster:</td>
</tr>
<tr>
<td>Speed at 100% MCR:</td>
</tr>
<tr>
<td>Cruising speed:</td>
</tr>
<tr>
<td>Gear:</td>
</tr>
<tr>
<td>Rudder:</td>
</tr>
<tr>
<td>Steering gear:</td>
</tr>
</tbody>
</table>
Appendix B

Position & Velocity Control

The default control algorithm in the motion control system is the nonlinear PID. This is run in two modes, position and speed control. In speed control, the surge and sway motions are controlled to a desired speed while heading and depth are under position control.

The control force vector calculated by the PID control law is given as

\[
\tau_{PID} = -J^T(\eta)(K_p \tilde{\eta} + K_d J(\eta)\nu + K_i \int_0^t \tilde{\eta}(t)d\tau),
\]

where \(\tilde{\eta} = \eta - \eta_d\) is the tracking error, and \(K_p, K_d\) and \(K_i \in \mathbb{R}^{4 \times 4}\) are the PID gain matrices.

During tracking, a feedforward term given by (B.2) is added to the control force.

\[
\tau_{FF} = Ma_d + C(\nu_d)\nu_d + D(\nu_d)\nu_d,
\]

The total control vector becomes

\[
\tau = \tau_{PID} + \tau_{FF}.
\]

In speed control, the elements for surge and sway in the control force vector are calculated as

\[
\begin{align*}
\tau_1 &= -K_{p,u}(u - u_d) - K_{i,u} \int_0^t (u - u_d)d\tau, \\
\tau_2 &= -K_{p,v}(v - v_d) - K_{i,v} \int_0^t (v - v_d)d\tau,
\end{align*}
\]

where \(K_{p,u}, K_{i,u}, K_{p,v}\) and \(K_{i,v} \in \mathbb{R}\) are the PI gains for surge and sway, respectively. The other DOFs, yaw and heave, are calculated as in (B.3).

An anti-windup strategy is implemented in the controller. The elements in the integral term are calculated as

\[
\tau_i = (K_i - K_{anti,i}(\text{sat}(\tau_i) - \tau_i)) \int_0^t \tilde{\eta}(t)d\tau,
\]
where $K_{\text{anti},i}$ is an anti-windup gain for DOF no. $i$. The integral term is saturated at 80% of the available thrust in the corresponding DOF.
Appendix C
Mathematical Toolbox

C.1 Rotation Matrix

The rotation between two rigid bodies or reference frames \( \{b\} \) and \( \{n\} \) can be produced by a simple rotation \( \beta \) of \( \{b\} \) in \( \{n\} \) about a unit vector \( \lambda = [\lambda_1, \lambda_2, \lambda_3]^T \). That is,

\[
R^n_b := R_{\lambda, \beta},
\]

where

\[
R_{\lambda, \beta} = I_{3 \times 3} + \sin \beta S(\lambda) + [1 - \cos \beta]S^2(\lambda).
\]

C.2 Quaternions

The unit quaternion is an alternative to Euler angles for representation of attitude. This complex 4 parameter attitude representation avoids the singularity of the Euler angle representation.

The quaternion is defined by [16] as a complex number with one real part \( \eta \) and a vector with three imaginary elements given by

\[
\epsilon = [\epsilon_1, \epsilon_2, \epsilon_3]^T.
\]

The unit quaternion satisfies \( q^T q = 1 \). The set \( Q \) of unit quaternions is

\[
Q := \{ q | q^T q = 1, q = [\eta, \epsilon]^T, \epsilon \in \mathbb{R}^3, \eta \in \mathbb{R} \}.
\]

The real and imaginary part of the unit quaternion are defined as
\[ \eta := \cos \frac{\beta}{2}. \]  
\[ (C.5) \]

\[ \epsilon = [\epsilon_1, \epsilon_2, \epsilon_3]^T := \lambda \sin \frac{\beta}{2}. \]  
\[ (C.6) \]
Appendix D

Altitude Control Dynamics and Stability

The closed-loop dynamics of the vertical motion during altitude control is complex. It is difficult to obtain stability results that are general for all types of sea floor geometry, ROV altitude and horizontal velocity. The complexity is illustrated in Figure D.1 which shows the block diagram of the heave dynamics from the desired altitude to actual altitude during closed-loop altitude control. $\tau_z$ is the vertical control force on the ROV. It is especially the sea floor geometry, the corresponding DVL measurements and the approximation method that are difficult to analyze w.r.t. stability.

![Block Diagram](image)

Figure D.1: Block diagram of the closed-loop altitude control system.

A simplified block diagram which is valid for a level sea floor and linear ROV heave dynamics is shown in Figure D.2. $A(s)$ is the transfer function from altitude error to desired depth, $C(s)$ is the transfer function for the PID depth controller and $G(s)$ is the transfer function for the ROV heave dynamics. $H(s)$ is the transfer function for the closed-loop depth control. The transfer functions $A(s)$, $C(s)$, and $G(s)$ are given by (D.1), (D.2), and (D.3), respectively.
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\[ H(s) \]

**Figure D.2:** Block diagram of the simplified closed-loop altitude control system.

\[ A(s) = \frac{-(sk_p + ki)}{s^2}, \quad (D.1) \]
\[ C(s) = s\sigma_d + \sigma_p + \frac{\sigma_i}{s}, \quad (D.2) \]
\[ G(s) = \frac{1}{s^2m_z + sd_z}, \quad (D.3) \]

where \( A(s) \) contains the proportional and integral terms from (6.43) and (6.44). \( \sigma_p, \sigma_i, \) and \( \sigma_d \) are the PID gains for the depth controller. \( m_z \) is the effective mass in heave for the ROV and \( d_z \) is the linear heave damping.

The closed-loop depth and altitude control dynamics are given by \( H(s) \) and \( R(s) \) in (D.4) and (D.5), respectively.

\[ H(s) = \frac{C(s)G(s)}{1 + C(s)G(s)}, \quad (D.4) \]
\[ R(s) = \frac{A(s)H(s)}{1 - A(s)H(s)}. \quad (D.5) \]

The transfer function \( R(s) \) from desired altitude, \( a_d \) to ROV depth, \( z \), is written out in (D.6) as

\[ R(s) = \frac{-(sk_p + ki)(s^2\sigma_d + s\sigma_p + \sigma_i)}{s^2(s^3m_z + s^2(\sigma_d + d_z) + s\sigma_p + \sigma_i) + (sk_p + ki)(s^2\sigma_d + s\sigma_p + \sigma_i)}. \quad (D.6) \]

Stability is achieved for the simplified system by selecting the depth controller and altitude guidance law parameters so all poles of (D.6) are in the left half-plane. Note that the stability is most sensitive to the altitude guidance law parameters \( k_i \) and \( k_p \). Increasing
Bode plots for $H(s)$ and $R(s)$ with variation in the altitude guidance law parameters $k_p$ and $k_i$ are compared in Figure D.3. The ROV heave dynamics are given by $G(s)$ with $m_z = 700$ [kg] and $d_z = 300$ [kg/s]. The PID gains for the depth controller are the same for all plots; $\sigma_p = 500$, $\sigma_d = 400$ and $\sigma_i = 10$. With $k_p = 0.4$, the system becomes unstable for $k_i > 0.3$. Note that the phase starts at 180 degrees for $R(s)$ as this is the transfer function from desired altitude to depth. Low $k_p$ gives poor bandwidth of the closed-loop altitude control compared to depth control. A large integrator gain, $k_i$, causes a peak in the magnitude plot, but delays the phase-shift. The phase-shift starts at lower frequencies for closed-loop altitude control, $R(s)$, than for the closed-loop depth control, $H(s)$.

The performance of the altitude control, based on the guidance law with feedback terms only, is considerably worse than of the depth control. If it is known that the sea floor is level, it is better to use $z_d = z_{sf} - a_d$ instead of $A(s)$. Then the performance of the depth and altitude control is equal. However, this is not possible in the general case with varying terrain. This shows the importance of the proposed feedforward term in the altitude guidance law in (6.43). With a perfect feedforward term, the performance of the closed-loop altitude control will be equal to that of the closed-loop depth control even
for varying terrain and horizontal velocity. Although this is not feasible, the goal of the feedforward term is to bring the performance of the closed-loop altitude control as close as possible to that of the depth control.

The step response of $H(s)$ and $R(s)$ with variation in the parameters are seen in Figure D.4. The upper plot shows the ROV depth for the step response of $H(s)$. The lower plot shows the ROV depth for the step response of $R(s)$ with variation in parameters. Note the overshoot caused by the integral action in the altitude guidance law.

Figure D.4: Step response of the closed-loop depth and altitude system.